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Abstract 
Nowadays, the deep learning methods are widely applied to analyze and pre-
dict the trend of various disaster events and offer the alternatives to make the 
appropriate decisions. These support the water resource management and the 
short-term planning. In this paper, the water levels of the Pattani River in the 
Southern of Thailand have been predicted every hour of 7 days forecast. Time 
Series Transformer and Linear Regression were applied in this work. The re-
sults of both were the water levels forecast that had the high accuracy. More-
over, the water levels forecasting dashboard was developed for using to mon-
itor the water levels at the Pattani River as well. 
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1. Introduction 

Thailand faces flood events every year partly affects by continuous climate varia-
bility and change. Climate change can increase the disaster risk and will become 
more frequent and more severe. These flood damages affected the people’s lives 
and properties and the country’s economy. After the huge flood event in 2011, 
the National Hydro Data Center system was developed by Hydro-Informatics 
Institute (Public Organization) that is a central system for collecting water re-
sources data, including spatial data, statistical data, water situation, and forecast 
data. 

Nowadays, deep learning is widely applied to analyze and predict the trend of 
various disaster situations and offer the alternatives to make the appropriate de-
cisions. Moreover, data visualization is used to display the data analytics which 

How to cite this paper: Deeprasertkul, P. 
and Sarinnapakorn, K. (2023) A Water 
Level Forecast of Pattani River in the 
Southern of Thailand by Deep Learning. 
Journal of Computer and Communications, 
11, 14-28. 
https://doi.org/10.4236/jcc.2023.118002 
 
Received: June 19, 2023 
Accepted: August 8, 2023 
Published: August 11, 2023 
 
Copyright © 2023 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jcc
https://doi.org/10.4236/jcc.2023.118002
https://www.scirp.org/
https://doi.org/10.4236/jcc.2023.118002
http://creativecommons.org/licenses/by/4.0/


P. Deeprasertkul, K. Sarinnapakorn 
 

 

DOI: 10.4236/jcc.2023.118002 15 Journal of Computer and Communications 
 

can create innovations to support decision-making in water management plan-
ning and determine related policies. Deep learning techniques have been used 
for the water level forecasting. One of the deep learning models applied in the 
floods prediction and management is the Artificial Neural Network or ANN 
model. The ANN model developed by [1] uses water level and meteorological 
data as input data and estimates the water flow. The ANN model was proved 
that had good performance and be able to use for water flow prediction [2]. 
However, most of the river water level prediction works utilize hydrological data 
and meteorological data, which are categories of time series data, as input data 
[3] [4]. Therefore, applying ANN model, there is a problem of insufficient 
memory when operating on time series data [5] [6]. The work in [7] proposed 
an LSTM model for flood forecasting. In this study, daily runoff and rainfall data 
were used as input datasets [2]. Nevertheless, the work in [8] applied the trans-
former-based model to produce video event proposals. Transformer-based mod-
el was also applied to detect and recognize the actions of the person of interest. 
Moreover, the structure of LSTM model is different from transformer-based 
model that is transformer-based model which has an Encoder and a Decoder 
processes but they are not available in LSTM model. The works in [9] [10] also 
present a transformer-based model applied to their works and achieve a high 
accuracy of 97%. 

Therefore in this work, a system for forecasting the water levels in the Pattani 
River in the southern of Thailand has been developed to predict the hourly water 
levels in the river for 7 days forecast. The water level datasets are measured by 5 
telemetered stations in the Pattani River and sent to collection in the National 
Hydro Data Center data warehouse. Time Series Transformer or TST and Linear 
Regression were applied in this work. TST is deep learning model based on the 
transformer-based model. Transformer has a self-attention process that intro-
duces the useful data which are non-contiguous ranges to the model. This model 
is one of the most applied in time series classification, regression, and forecast-
ing works. In addition, the Linear Regression model is a supervised learning 
model that learns the data pattern from the training datasets. It is also the statis-
tical analysis used to predict the relationship between the variables. Therefore, 
the water level forecasting results were with a quite good accuracy in this work. 

The remainder of this paper is organized as follows: Section 2 presents the 
technology backgrounds of this work; Section 3 presents the water level fore-
casting methodologies; Section 4 presents the water levels forecasting results and 
dashboard. Finally is the conclusion of this work. 

2. Backgrounds 
2.1. Inverse Distance Weighting or IDW 

IDW is one of the data estimation methods that the assigned values to unknown 
points are calculated with a weighted average of the values available at the known 
points [11]. For example, there are 5 know points, and an unknown point is 
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needed to predict the value as shown in Figure 1. Inverse Distance Weighting 
equation is shown as equation (1). 
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where: w is the predicted value; d is the distance; x is the unknown point; xi is 
the nth know point; ui is the value of the know point; and p is the power. 

2.2. Spline Interpolation 

A spline is a type of polynomial function. In mathematics, splines are often used 
in a type of interpolation known as spline interpolation. Interpolation is used 
when there is a set of discrete data points and it is necessary to estimate other 
points of the same type of data from the given points. Polynomial interpolation 
is commonly used for small numbers of data points; this is a method that fits an 
order polynomial function to n + 1 data points [12]. 

2.3. MICE Interpolation 

MICE or Multiple Imputations by Chained Equations is a popular approach to 
replace the missing values by predicting them using other features from the da-
taset [13]. 

2.4. Time Series Transformer or TST 

TST model is a deep learning model that is based on the transformer model. The 
kind of work for the transformer model is related to sequence transformed to  
 

 
Figure 1. The concept of inverse distance weighting. 
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sequence, such as text translation, speech recognition, time series classification, 
etc. In general, the transformer model consists of 2 main parts, encoder and de-
coder, which has different functions. The encoder is a model input data 
processing to learn the initial information and extract important information 
from the data and then send it to the decoder. The decoder receives information 
from the encoder and other information that there may be more to process and 
generate results [14]. 

The encoder is only used in this work because it needs to reduce the restric-
tion in the decoder side for a variety of methods and results as shown in Figure 
2. In addition, the number of model parameters is less than a half of the model 
using both the encoder and decoder. Not reducing the number of parameters 
can only reduce the processing time but also solves the overfitting problems. 
Moreover, the TST model also uses a learnable positional encoding that can be 
learned by itself for supporting a variety of data types [14]. 
● Linear Regression is a supervised learning model that learns the data pattern 

from the training datasets [15]. It is also the statistical analysis used to predict 
the relationship between the variables. The equation as shown in Figure 3 
used for prediction in this work is in the form of multiple linear regression 
that is more than one independent variable can be added to predict Y or the 
water level values in the future. This is more complicated than one variable. 

3. Water Level Forecasting Methodologies 
3.1. Data 

● Water Levels Data 
 

 
Figure 2. The TST model process. 
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Figure 3. Linear regression equation. 

 
The raw water levels data are stored in CSV files that a separate file is collected 

for each telemetering station data. The datasets consist of 6 stations that means 
we have 6 datasets, named BLGTD03, BLGTD05, FOP045, X40A, X10A and 
X275. 
● Rainfall Data 

The raw rainfall data are also stored in CSV files that the separate file is col-
lected for each telemetering station data. The datasets consist of 21 stations 
which means we have 21 datasets, named FOP042, FOP044, FOP047, KABG, 
KTUM, MUNG, STH001, STH002, STH003, STH004, STH006, STH008, 
STH012, STH015, STH017, STH018, STH020, STH024, STH027, STH029, and 
STH030. All rainfall telemetering stations are around the Pattani River area. 
● Reservoir Data 

The raw data of the reservoir discharge volume is saved in CSV file. There is 
only one station of Bang Lang Reservoir at the Pattani River upstream. 

3.2. Data Pre-Processing 

This section describes the steps of data preparation in order to be ready for use 
in the next section. In this work, there are the following preprocesses that are the 
data cleansing, the data interpolation, and the data augmentation. The workflow 
of the data preparation is shown in Figure 4. The details are as follows. 
● Data Cleansing 

This section describes the steps and the function coding of the anomaly data 
cleansing. The source codes were divided into two parts. First, the source codes 
used in water levels data cleansing. Second, the source codes were used to clean 
the rainfall data. The workflows of water levels data cleansing and rainfall data 
cleansing are shown in Figure 5 and Figure 6, respectively. 
● Remove_waterlevel_anomaly(df_waterlevel) 

It is the work function for obtaining the water level data tables that were pre-
viously processed for preparing the raw data. The details of the functions are as 
follows. 

Step 1: Obtain water level data in tabular form via the df_waterlevel variable. 
Step 2: Replace the water level values that are equal to −999 with the Nan val-

ue. −999 is the missing value of a water level censor in telemetering station. 
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Figure 4. Overview of the raw data preparation process. 

 

 
Figure 5. The workflow of water level cleansing. 

 

 
Figure 6. The workflow of rainfall cleansing. 

 
Step 3: Remove the low variances of water level data. The water level values 

which had a little change over a continuous time period were removed. If they 
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were below 9e−5 (0.00009) for 48 hours, these values were considered to be 
anomalies and then were removed. 
● Remove_rainfall_anomaly(df_rainfall, df_geo) 

It is the work function for obtaining the rainfall data tables that were pre-
viously processed for preparing the raw data. The details of the functions are as 
follows. 

Step 1: Obtain rainfall data in tabular form via the df_rainfall variable and ob-
tain the location of each telemetering station in tabular form via the df_geo va-
riable. 

Step 2: Replace the rainfall values that are equal to −999 with the Nan value. 
−999 is the missing value of a rainfall censor in telemetering station. 

Step 3: Select the window_size period for example 4 hours. Therefore, every 4 
hours, detect the rainfall values which equal to 0.2, consecutively. Then remove 
these rainfall data that are anomaly values. 
● Data Interpolation 
○ Water level data 
 Spline Interpolation is the polynomial function. This method is applied to 

replace the values for the missing data. However, this method was only used 
for the data that were lost in less than 6 consecutive hours. 

 MICE Interpolation is assumed that the missing data can be replaced by oth-
er data and must not be the same type of missing data. Therefore, in case of 
the water level data is missing, the values were estimated with nearby station 
data by using the iterative imputer function from Scikit-Learn. 

○ Rainfall data 
Inverse Distance Weighting or IDW is a continuous range estimation method. 

By analyzing which rainfall telemetering stations affected the stations desired to 
estimate the values. The distance is an important factor in the correlation be-
tween two stations.  
● Data Augmentation 

Data augmentation is the process of adding data by generating data at the in-
teresting time. For model development to be effective, the data must have the 
sufficient quantity [13]. However, rainfall data and reservoir data were expanded 
according to that time period. There are three ways to increase the amount of 
data as follows: 
○ Jittering 

Jittering is adding Gaussian noise to the original signal. The mean and stan-
dard deviation values are used to fill in. 
○ Scaling 

Scaling is multiplying the original signal by a fixed value. The constant is de-
rived from the Gaussian noise with mean and standard deviation values. 
○ Magnitude Warping 

The original signal is multiplied by the cubic spline function, the Knot value is 
equal to 4, and the magnitude of the curve is derived from the Gaussian noise.  

The data augmentation uses the signals for a time period which may be ran-
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dom or selected specifically. The signals were taken through the 3-step processing 
as mentioned above. They are arranged in the following order: Scaling > Magni-
tude Warping > Jittering. 

3.3. Water Level Forecasting Models 

For studying and experimenting with various models, the conclusion that the 
models chosen to apply to the projection of the water levels was the TST and the 
Linear Regression models. Both produced the results with higher accuracy than 
the models that were tested in the previous period. 

The accuracies of the TST and Linear Regression models were tested by com-
paring the results with the baseline model which was the Long Short-Term 
Memory or LSTM model. The predictions of the baseline model were different 
from TST model as follows. 
● TST Model is the deep learning model based on the transformer model. In 

general, transformer model consists of two main parts that are encoder and 
decoder. However, the TST model will only be used in the encoder part of 
this work. The transformer model has a process of self-attention that introduces 
useful data ranges to the model. For example, the model may be particularly in-
terested in data from the past 1st and 3rd days for further processing. 

All data processed from the previous step were taken and used to develop the 
TST model. This process consists of two main steps: Feature Engineering is the 
data extraction from variables and Train is the data training process of the mod-
el by Hyperparameters Tuning which is the optimal parameters approach fitting 
the model. The all operations of the system are shown in Figure 7 that these 
functions are the main parts of model development. There are the steps of read-
ing the data file, extracting the data from variables as well as finding the optimal 
parameters for the model. The details of the procedure are as follows. 

Step 1: Input the water levels data, the rainfall data and the dam discharge vo-
lume data obtained from the data preparation process together. 

 

 
Figure 7. The overview of the TST model development process. 
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Step 2: Input the data as mentioned above into the data extracting process. 
The variables were selected based on the “configs.json” file which stored the va-
riables used for training model. In this step, the function was “ts_preprocess”. 

Step 3: Divide the data into three groups that were Train, Validation and Test 
datasets based on the “configs.json” file. 

Step 4: Train and select the best model by finding the optimal parameters us-
ing the “run_optuna_study” function of “OptunaTS” class. The details of finding 
parameters are as follows. 

Step 4.1: Define the variables, the input data lengths, and the output data 
lengths which are the predicted data with the reference in the “configs.json” file. 

Step 4.2: Run the model from the random parameters for the first time, and 
then the parameters were generated based on the parameters of the previous 
running time or the parameters of the model that produced the best results. 

Step 4.3: Train and measure the model results. If the results were better than 
the previous running time, the model parameters were used in the next running 
time. 

Step 4.4: Repeat steps 4.2 and 4.3 until the specified cycle was completed. 
Step 4.5: Use the parameters of the best results to train the final model. 

● Linear Regression Model is classified as supervised learning, that is, it has to 
learn the data pattern from training datasets to calculate in statistical regres-
sion and then returns the result which is a linear correlation. The equation 
used for prediction in this case is in the form of Multiple Linear Regression 
which means more than an independent variable can be added to predict the 
water levels in the future. All operations of the system are shown in Figure 8 
and these functions are the main parts of model development. There are the 
steps of reading the data file, extracting the data from variables, and finding 
the optimal parameters for the model. The details of the procedure are as 
follows. 

 

 
Figure 8. The overview of the linear regression model development process. 
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Step 1: Input the water levels data, the rainfall data and the dam discharge vo-
lume data obtained from the data preparation process together. 

Step 2: Input the data as mentioned above into the data extracting process. 
The variables were selected based on the “configs.json” file which stored the va-
riables used for training model. In this step, the function was “ts_preprocess”. 

Step 3: Divide the data into three groups that were Train, Validation and Test 
datasets based on the “configs.json” file. 

Step 4: Define each variable type according to the following topics. 
○ The valued variables in history: water levels, rainfall, and dam discharge vo-

lume data. 
○ Forecasting variables in the future: forecast rainfall data. In the model train-

ing process, the actual forecasting rainfall variables were used for learning the 
best variable of the model. 

Step 5: Develop 168 Linear Regression models, each of which was only re-
sponsible for one-hour prediction, e.g. the first model produces the prediction of 
the water level in the first hour. Therefore, the second model produces the pre-
diction of the water level in the second hour. 

Step 6: Train all 168 models using the variables defined in the “configs.json” 
file. 

4. Water Level Forecasting Results and Dashboard 

4.1. Evaluation 

In evaluation, the data used to test the model’s performance were divided for 
training the model and testing the model’s performance. The period of data 
could be separated as follows: 

1) Training Data: January 1, 2021 to October 31, 2022 
2) Validation Data: November 1, 2022 to November 30, 2022 
3) Testing Data: December 1, 2022 to December 31, 2022 
The experimental results of TST model and Linear Regression model were 

measured by Coefficient of Determination or R2 and Root Mean Square Errors 
or RMSE methods that were computed between the actual data and the pre-
dicted data. TST performance and Linear Regression performance were com-
pared. Table 1 summarizes the results of R2 and RMSE for TST model in 1 day 
forecast, 3 days forecast, and 7 days forecast, respectively. Table 2 summarizes 
the results of R2 and RMSE for the Linear Regression model with future known 
values which are rainfall forecast data in 1 day forecast, 3 days forecast, and 7 
days forecast, respectively.  

4.2. Water Levels Forecasting Dashboard 

In this section, the dashboard display is shown. It can be divided into 8 parts as fol-
lows: As shown in Figure 9, part 1 is the display of the Pattani River area map. Us-
ers can select symbols of interesting positions which have 3 symbols, 5 water level 
stations, 18 rainfall stations, and 1 reservoir. If users select any stations on  
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Table 1. The results of R2 and RMSE for TST model. 

Water Level 
Stations 

1 day forecast 3 days forecast 7 days forecast 

R2 RMSE R2 RMSE R2 RMSE 

X40A 0.63 0.20 0.64 0.31 0.70 0.42 

X10A 0.73 0.11 0.61 0.13 0.54 0.16 

FOP045 0.68 0.27 0.49 0.36 0.38 0.45 

BLGTD03 0.63 0.25 0.43 0.34 0.46 0.46 

BLGTD05 0.81 0.11 0.65 0.13 0.54 0.15 

 
Table 2. The results of R2 and RMSE for Linear Regression model. 

Water Level 
Stations 

1 day forecast 3 days forecast 7 days forecast 

R2 RMSE R2 RMSE R2 RMSE 

X40A 0.64 0.29 0.64 0.53 0.70 0.58 

X10A 0.59 0.12 0.48 0.19 0.54 0.23 

FOP045 0.14 8.93 0.07 10.06 0.02 10.16 

BLGTD03 0.41 0.51 0.43 0.86 0.46 0.93 

BLGTD05 0.44 0.20 0.40 0.31 0.28 0.32 

 

 
Figure 9. Map of the Pattani River area and summary of the daily water level situation. 

 
the map, the graphs in part 3 as shown in Figure 10 and 4 are shown the details. 
In the right part of that map, users can mouse-click each symbol to let that type 
is active or inactive on the map. 
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Figure 10. The graph of the water level, rainfall, dam discharge rate, and comparison of the actual and forecasted water levels. 

 
Part 2 shown in Figure 9 is the summary table of the daily water level situa-

tion of each water level station. The table shows the results of the highest water 
level prediction on that day, and the situation status of water level in each station 
in 3 criteria: 
● Normal (green)—In case of the water level forecasting is lower than the water 

level threshold. 
● Warning (yellow)—In case of the water level forecasting is nearly the water 

level threshold. 
● Crisis (red)—In case of the water level forecasting is exceeded the water level 

threshold. 
Part 3 is the graphs showing water level stations, rainfall stations and dam da-

ta which are changed according to the symbols that the user has chosen in Part 1 
as shown in Figure 10. This part can choose to view data in 1, 3, and 7 days 
forecast for both models, TST and Linear Regression. Each data displays differ-
ent information as follows. 
● Water level stations display all 4 values: the past forecasting values, forecast-

ing values, actual values, and water level threshold. 
● Rainfall stations show the historical rainfall. 
● Dam displays the historical water discharge rate. 

Part 4 shown in Figure 11 is the comparison graph of actual and forecasting 
water levels in 1, 3, and 7 days forecast for both TST and Linear Regression 
models by showing the average difference in each period. Users can select to 
compare data in the average values or percentage values formats.  

Part 5 and 6 shown in Figure 12, display the model assessment results of the 1  
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Figure 11. The comparison graph of actual and forecasting water levels. 

 

 
Figure 12. The model performance and feature importance. 

 
day forecasting which the user can choose to view in each station. The display is 
shown in the R2 and RMSE values and the Feature Importance of the model. 

Part 7 shown in Figure 13 is the notifications updated every day that the 
model is run, and the status of notifications in each station corresponds to the 
summary table in Part 2. 

Part 8 shown in Figure 13 is the water level threshold setting. It can be set 
separately for each station criteria that the system administrator can be adjusted 
according to the suitability of each station. 
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Figure 13. The notification of daily water level status at each station and the water levels threshold setting. 

5. Conclusions 

Because the number of datasets using in the model was quite limited, especially 
the data in the situations where the water level in the Pattani River was higher 
than normal, the results of TST model had the insufficient accuracy for 7 days 
forecast. Therefore, we have developed the further model that includes 7 days of 
rainfall forecasting obtained from HII rainfall forecasting model to be another 
variable for model.  

In this work, we applied TST and Linear Regression models to predict the wa-
ter levels every hour for 7 days forecasting in the Pattani River which produced 
the results with higher accuracy than other tested models. 
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