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Abstract 
Computer-aided diagnostic systems can assist doctors in diagnosing and 
treating DR cases more effectively, thereby improving work efficiency, re-
ducing the burden on doctors during examinations, and alleviating problems 
related to uneven distribution of medical resources and shortage of doctors. 
In this article, we propose a classification method for diabetic retinopathy 
based on a bilinear multi-attention network. This method uses two backbone 
networks to extract features, and cross-shares the features using two attention 
modules to further deepen feature extraction. The non-local attention module 
is added to address the limitations of traditional convolutional neural net-
works in capturing global information. By paying attention to highly corre-
lated pathological areas globally, performance improvement can be achieved. 
We achieved an accuracy of 91.7% on the Messidor dataset. 
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1. Introduction 

The prevalence of diabetes is continuously increasing worldwide. According to 
the 2021 Global Diabetes Map published by the International Diabetes Federa-
tion (IDF), approximately 537 million adults aged 20 to 79 years old have di-
abetes globally, and it is expected that the number of people with diabetes will 
increase to 783 million by the year 2045 [1]. As described by the International 
Diabetes Federation (IDF) and other studies, approximately 50% of diabetes pa-
tients are unaware of their condition [2]. Diabetic retinopathy (DR) refers to a 
series of ocular complications caused by damage to the retina in the eyes due to 
long-term diabetes. More than 30% of diabetic patients suffer from diabetic re-
tinopathy [3]. The main manifestation of diabetic retinopathy is damage to the 
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blood vessels in the retina, leading to swelling, leakage, and abnormal growth of 
new blood vessels. If DR is not treated with targeted therapy in its early stages, it 
may lead to complete loss of vision or blindness. However, the early symptoms 
of DR are often not obvious, which makes it easy for patients to miss the optimal 
diagnosis timing. Therefore, early detection and participation in treatment are 
key to delaying or even preventing DR-induced blindness. However, traditional 
medical diagnostic mechanisms require high-level professional equipment, 
medical resources, and specialized ophthalmological services, resulting in im-
balances in the distribution of medical resources worldwide and a contradiction 
between limited numbers of ophthalmologists and a growing number of patients 
[4]. Therefore, using computers to perform rapid, simple, and accurate classifi-
cation of diabetic retinopathy has extremely important research value. 

The research community has begun to introduce artificial intelligence to assist 
in the diagnosis of diabetic retinopathy. In recent years, deep learning technolo-
gy has rapidly developed and has been widely applied in fields such as image 
processing and natural language processing, providing more reliable and effi-
cient solutions for computer-aided diagnosis systems. By using deep learning 
algorithms, these systems can automatically analyze large amounts of medical 
imaging data, quickly and accurately detecting signs of diabetic retinopathy, as-
sisting doctors in diagnosis and treatment, saving time and energy for doctors, 
shortening patient waiting times, and providing more convenient medical ser-
vices for patients in some remote areas while reducing waste of medical re-
sources. 

2. Related Work 

The automatic classification of diabetic retinopathy primarily relies on the cha-
racterization of retinal lesions in fundus images. These features include vascular 
changes, microaneurysms, hemorrhages, exudates, neovascularization, and vi-
treous opacities. These features can be extracted through image processing and 
feature extraction techniques, and then input into a classifier for classification. 

In the field of automatic classification of diabetic retinopathy, deep learning 
has become a hot topic and frontier, providing new ideas and methods for re-
search and application in medical imaging. For example, Neelu K had proposed 
a deep learning model based on PCA-Firefly for early detection of diabetic reti-
nopathy. The model had used a preprocessing stage to convert the original im-
ages to grayscale and had reduced the dimensionality of input images using the 
PCA algorithm. Then, the Firefly algorithm had been used for parameter ad-
justment to optimize the learning process of the deep neural network, classifying 
64,000 fundus images from the UC Irvine Machine Learning Repository and 
Messidor into proliferative (PDR) and non-proliferative (NPDR) categories with 
an accuracy of 96% [5]. Li Y H et al. had proposed a system that used a DCNN 
to detect DR and classify it as NPDR and PDR, using algorithms such as maxi-
mum pooling and support vector machine (SVM), trained and run on 34,000 
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images from Kaggle datasets including pre-processing techniques such as resiz-
ing and color normalization, achieving a classification accuracy of 91% [6]. 
Transfer learning had also been widely applied in the classification of diabetic 
retinopathy. Since the dataset for diabetic retinopathy is often small, transfer 
learning techniques can transfer knowledge from pre-trained deep learning 
models and apply them to new tasks, thus improving classification performance. 
For example, Nikhil M N had used a CNN to classify DR categories on 500 im-
ages from Kaggle datasets. The HE filtering algorithm had been used for image 
preprocessing, and the stochastic gradient descent with momentum optimiza-
tion algorithm had been used for training. By combining the VGG16, AlexNet, 
and Inception v3 architectures, an accuracy of 81.1% had been achieved [7]. So-
masundaram K et al. had applied transfer learning and deep convolutional neur-
al networks to classify diabetic retinopathy. They had used a publicly available 
dataset containing 1200 images, which had been divided into 5 different catego-
ries, and had fine-tuned a pre-trained CNN model for classification. The authors 
had compared three different pre-trained models (VGG-16, VGG-19, and Res-
Net-50), and had performed data augmentation to improve model performance. 
The classifier of the ResNet-50 model had achieved the best accuracy of 96.41% 
on the test set [8]. 

In the field of diabetic retinopathy classification, attention mechanisms can 
help models better identify diabetes-related lesions and thus achieve more accu-
rate classification. Specifically, through attention mechanisms, the model can 
focus attention on areas related to diabetic retinopathy during the learning 
process, thereby improving the accuracy of classification. For example, Mo-
hammad T had proposed a method that used multi-scale convolutional neural 
networks and attention mechanisms to detect diabetic retinopathy. In this me-
thod, lesion images had been inputted into multi-scale CNNs, allowing image 
features to be extracted at different scales. After feature extraction, an attention 
mechanism had been applied to weight the feature map to enhance attention to 
key regions. Finally, a fully connected layer had been used to classify the fea-
tures for automatic detection of diabetic retinopathy, exhibiting high perfor-
mance and robustness [9]. Wang Z et al. had proposed a new deep learning 
model—Zoom-in-Net—to address the detection problem of diabetic retinopa-
thy. The model was based on convolutional neural networks (CNN), which had 
first extracted different scale feature information from low to high by perform-
ing “pyramid”-like multi-scale convolution operations on the input image. Then, 
the model had adopted an attention mechanism to locate lesion regions and 
further extract and classify these regions’ feature information. Finally, Zoom-in- 
Net had merged all results to obtain the final diagnosis [10]. 

Although the aforementioned models achieved good results in classifying di-
abetic retinopathy, there is still room for further optimization, such as insuffi-
cient basic feature extraction of the primary network, the inability of regular 
convolution and attention mechanisms to effectively capture the highly corre-
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lated regions of pathological areas distributed globally in medical images, and 
the problem of single-feature extraction. To address these issues, we propose a 
Bilateral Cross Multi-Attention Fusion Network (BCM-AFNet) model that 
combines multiple attention modules and an improved loss function. Through 
multiple ablation experiments and comparative experiments, the improved 
model’s performance on diabetic retinopathy classification tasks was verified. 
The proposed BCM-AFNet achieved advanced scores on the Messidor dataset 
and exhibited good stability. 

3. Methods 
3.1. Backbones 

We used two transfer learning pre-trained backbones, Xception [11] and Res-
Net50 [12], to extract fundamental features of diabetic retinopathy images. 
Xception was employed as the first primary network backbone, while ResNet50 
was used as the second primary network backbone. These backbones are popular 
deep learning models in image processing that have been pre-trained on large 
datasets such as ImageNet and can effectively capture essential characteristics in 
images. The extracted features can be utilized for various subsequent tasks such 
as classification, detection, segmentation and so on. 

3.2. Channel Attention Module 

The channel attention mechanism assigns more attention and resources to 
channels that are considered to make a greater contribution to the final result, 
based on observed facts within a given feature map. EAC-Net [13] is a cross- 
channel attention mechanism that emphasizes high-dimensional information 
interaction and can reduce a significant number of parameters without decreas-
ing accuracy compared to SE-Net [14]. SE-Net uses global pooling and a set of 
fully connected layers to calculate the weight of each channel, thus achieving 
cross-channel attention mechanism. This method requires global pooling opera-
tions for all feature maps, which leads to a decrease in feature map resolution 
and a loss of information. In contrast, ECA’s cross-channel attention mechanism 
achieves local cross-channel interaction by considering the interaction between 
each channel and its neighbors without reducing the feature map resolution. 
This cross-channel interaction mechanism enables ECA-Net to better utilize 
channel correlations and improve feature representation without reducing the 
input feature map dimension. Additionally, the attention module of SE-Net re-
quires a large number of parameters to learn the relationship between channels, 
resulting in a larger network size. ECA-Net reduces the number of parameters 
without reducing the feature map resolution through cross-channel interaction 
mechanisms and parameter compression. The structure of the ECA attention 
module is shown in Figure 1. 

First, the ECA module performs a global average pooling (GAP) operation on 
the input feature map channel-wise to obtain a 1 × 1 × C feature vector, where C  
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Figure 1. ECA structure diagram. 

 
is the number of channels in the feature map. Then, the resulting feature vector 
from the pooling operation is subjected to a one-dimensional convolutional 
layer for cross-channel information interaction, yielding a second 1 × 1 × C fea-
ture vector. The size k of the one-dimensional convolutional kernel in the ECA 
module is determined by an adaptive function that dynamically adjusts the ker-
nel size based on the statistical information of the input feature map, allowing 
for adaptive modulation of the interaction rate. The adaptive kernel size is com-
puted using Equation (1). 

( ) ( )2
1 1 log
2

k C Cϕ= = +                     (1) 

Next, the second feature vector is normalized using the sigmoid activation 
function and multiplied element-wise with the original features. This approach 
enhances important features, suppresses irrelevant ones, and ultimately im-
proves the quality and accuracy of feature representation. 

3.3. Non-Local Attention Module 

In convolutional neural networks, local connections are often used between ad-
jacent layers to capture local features of an image. By gradually increasing the 
number of feature extraction layers, the network’s receptive field expands and 
more global information is obtained. However, traditional convolutional neural 
networks have limitations in capturing global information due to loss of infor-
mation in the sampling and layer-by-layer transmission processes. In the field of 
medical image analysis, pathological regions are typically highly correlated and 
often distributed globally. Traditional convolutional operations may not fully 
take these factors into account, thereby failing to effectively capture the global 
pathological information and correlations between different regions. To address 
these issues, this study introduces non-local attention [15], which considers all 
feature points/regions for weighted calculation, allowing the network to globally 
attend to the image and effectively capture global pathological information and 
correlations between different regions. This operation can be represented ma-
thematically by Equation (2). 

( ) ( ) ( )1 ,i i j j
j

y f x x g x
C x

= ∑                    (2) 
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In the formula, x represents the input feature map. xi denotes a vector with the 
same dimensionality as x in terms of channels. It is a length-C vector, where C is 
the number of channels in x, corresponding to the features at position i in the 
feature map. yi is the output vector, also a length-C vector. i and j represent spa-
tial positions in the feature map. In the formula, i and j sum over all possible po-
sitions in the feature map. ( ),m nf x x  is a function used to compute the simi-
larity relationship between two positions xm and xn in the feature map. The out-
put of the function is a normalized value representing the similarity weight be-
tween these two positions. We use an embedded Gaussian function to calculate 
the similarity. The embedded Gaussian function takes feature vectors xi and xj as 
inputs and generates a scalar value that serves as the similarity weight. The defi-
nition of the embedded Gaussian function is given by Equation (3). 

( ) ( ) ( )T T

, e i ix x
i jf x x θ φ⋅=                       (3) 

Here, θ and ϕ are two independent neural networks that map the input fea-
ture vectors xi and xj to new feature vectors, which are then used to compute si-
milarity weights. g(xj) computes the feature at position j. It is a neural network 
that maps the input feature vector xj to a new feature vector. C(x) is a normaliza-
tion term that sums over the function f for all positions j in the feature map, as 
given by Equation (4). 

( ) ( ),i j
j

C x f x x= ∑                       (4) 

The non-local operation can be used to capture long-range dependencies in 
the input feature map by computing a weighted sum of features at all positions 
in the feature map, where the weights are determined by the similarity between 
position pairs. The structure of the non-local attention module is shown in Fig-
ure 2. 

3.4. Bilinear Cross Attention Fusion Network 

We propose a BCM-AFNet model for diabetic retinopathy classification by 
cross-fusing two transfer learning backbone networks with attention mechan-
isms. We use ECA channel attention modules and non-local attention modules. 

Firstly, the output of backbone network 1 is randomly dropped out by 20%  
 

 
Figure 2. Structure diagram of the non-local attention module. 
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using a dropout layer and used as the input EinC  to the ECA module. The 
channel-wise global average pooling is applied to obtain EinC′  which is then 
subjected to one-dimensional convolution with dynamically computed convolu-
tional kernels to enable cross-channel interactivity for obtaining the second fea-
ture vector EinC′′ . Next, the Sigmoid activation function is used to normalize 

EinC′′  which is element-wise multiplied by the original feature and outputted as the 
channel feature information outC , as shown in Equation (5). Here, ⊗  denotes 
element-wise multiplication and σ represents the Sigmoid activation function. 

( ) ( )out Ein EinC C Cσ ′′= ⊗                      (5) 

Simultaneously, the output of backbone network 2 is introduced as the input 
to the non-local attention module after being randomly dropped out by 20% us-
ing a dropout layer. A 1 × 1 convolution layer is used to embed the input feature 
map to obtain the embedded feature map ninM . Then, we use two additional 1 
× 1 convolution layers θ and φ to transform the embedded feature map to obtain 
( )ninMθ  and ( )ninMφ , respectively. The convolution kernels of θ and φ both 

have a size of 1 × 1, so the width and height remain unchanged while the num-
ber of channels is halved after transformation. Next, we perform matrix multip-
lication on ( )ninMθ  and ( )ninMφ  to obtain a weighted correlation matrix. By 
applying the Softmax operation to this matrix, we can obtain an attention map 

ninM ′  for each element in the matrix, which represents the similarity weight 
between each position in the input feature map and other positions, as shown in 
Equation (6). We then use another 1 × 1 convolution layer g to transform this 
attention map to obtain the final output of the non-local attention module, de-
noted as ninM ′′ , as shown in Equation (7). The final output feature map is trans-
formed using another 1 × 1 convolution layer and added to the input feature 
map to obtain the ultimate output outM , as shown in Equation (8). Here, ⊗  
denotes element-wise multiplication, and ⊕  denotes element-wise addition. In 
this process, the role of the attention map is to adjust the relative weights be-
tween different positions in the input feature map, thereby enhancing the net-
work’s ability to extract important information from the input data. 

( ) ( )( )nin nin ninsoft maxM M Mθ φ′ = ⊗                 (6) 

( )nin nin ninM g M M′′ ′= ⊗                      (7) 

( )out nin ninconvM M M′′= ⊕                     (8) 

Subsequently, we take the features outC  obtained from Equation (5) and 
process them through the Non-local attention module to extract Non-local fea-
tures outMC  with channel characteristics, as shown in Equation (9). This me-
thod is capable of capturing long-range dependency relationships between fea-
tures while preserving channel information during feature extraction. Addition-
ally, we apply the feature outM  obtained from f Equation (8) to the channel at-
tention module ECA module to extract channel feature vectors outCM  with 
Non-local features, as shown in Equation (10). 
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( ) ( ) ( )( )( )out out out out outconv softmaxMC g C C C Cθ φ= ⊗ ⊗ ⊕       (9) 

( )out nin ninconvM M M′′= ⊕                    (10) 

Next, we will combine the base features 1BS  obtained from main network 1 
with the base features 2BS  obtained from main network 2 through a 50% ran-
dom dropout using Dropout. This results in 1BS ′  and 2BS ′ . We then concate-
nate them with the channel attention-derived outC , the Non-local atten-
tion-derived outM , the feature outCM  obtained through Non-local channel 
cross-attention, and the feature outMC  obtained through channel Non-local 
cross-attention. The fusion of these features is achieved through concatenation, 
resulting in the fused feature outRC , as shown in Equation (11). 

( ) ( ) ( ) ( ) ( ) ( )( )out 1 2 out out out outconcat , , , , ,RC BS BS C M CM MC′ ′=      (11) 

After obtaining the fused feature, we pass it through a global average pooling 
layer and then into a fully connected layer. We use the Softmax function to per-
form classification. Thus, our BCM-AFNet ultimately outputs as shown in Equa-
tion (12). 

( )( )out out softmaxBCMAF GAP RC=                (12) 

Our proposed BCM-AFNet model structure, as shown in Figure 3, is based on 
a bilinear backbone network and utilizes two interlaced attention modules, 
namely ECA channel attention and Non-local attention, to further extract fea-
tures. It achieves the classification task by fusing all the extracted features. This 
comprehensive attention mechanism not only adequately captures the features 
but also obtains feature information at different scales and spatial levels, thereby 
improving the model’s performance. 

4. Experiments 
4.1. Dataset and Preprocessing 

Messidor DataSet [16] is a publicly available dataset for diabetic retinopathy 
(DR) classification. This dataset was jointly released by researchers from three 
ophthalmic departments in France and contains 1200 digital retinal images. 
These images are from the eyes of patients with varying degrees of DR, classified 
into four levels: normal, mild DR, moderate DR, and severe DR. Each image has 
an associated annotation file that includes patient ID, age, gender, image quality, 
and DR level. It also includes diabetic macular edema (DME) labels, which are 
divided into three levels to assess the risk of macular edema. 

For retinal fundus images, due to their complex structure and the relatively 
fine positions of hemorrhages and lesions, we adopt a method of cropping the 
original images to reduce noise and interference from useless information on the 
retinal image features. This can eliminate redundant black background areas, 
make the image clearer, and reduce the impact of noise and useless information. 
Additionally, since the original image has a high resolution that is not suitable 
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Figure 3. The model structure diagram of BCM-AFNet. 
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for model training, we use the “resize()” method in the OpenCV library to adjust 
the resolution to 512 × 512. 

4.2. Experimental Analysis 

We compared our method with other advanced methods on the Messidor data-
set. Since this dataset does not classify diabetic retinopathy according to the 
standards established by the International Council of Ophthalmology, we con-
ducted binary classification of DR based on whether or not referrals were re-
quired, as done in other papers. Specifically, classes 0 and 1 were classified as no 
referral needed, while classes 3 and 4 were classified as requiring referral. The 
metrics used in this study included accuracy, precision, recall, F1-score, sensitiv-
ity, specificity, and AUC. Table 1 shows the binary DR classification results (%) 
of different methods on the Messidor dataset. It can be seen that our method 
achieved the best performance in binary classification on the Messidor dataset. 
“-” indicates that their results were not reported in their paper. 

The CKML model combines multiple convolutional kernels of different sizes 
in parallel to comprehensively capture global and local information in retinal 
images for diabetic retinopathy (DR) grading. Additionally, this model adopts 
multiple loss functions to optimize the network’s performance for different 
evaluation metrics. Similarly, the VNXK model uses a deep convolutional neural 
network architecture based on the VGGNet model and adds extra convolutional 
kernels to capture more detailed features from retinal images for DR grading. 
Both models perform well in DR grading, surpassing traditional machine learn-
ing algorithms and other deep learning models. In this study, we propose a 
model that utilizes various attention modules and transfer learning techniques 
with a dual backbone network. Compared to these methods, our proposed mod-
el demonstrates significant improvements in AUC, accuracy, specificity, and 
sensitivity. The confusion matrix of our model, shown in Figure 4 validates the 
performance and stability of our proposed model. 

5. Discussion 

We propose a diabetic retinopathy (DR) classification method based on a bilinear  
 

Table 1. Table of experimental results on the Messidor dataset. 

Method 
Table Column Head 

AUC ACC Pre Recall F1 Spe Sen 

Lesion Based [17] 76.0 - - - - - - 

Fisher Vector [17] 86.3 - - - - - - 

VNXK [18] 88.7 89.3 - - - 89.2 89.3 

CKML [18] 89.1 89.7 - - - 90.0 89.7 

Dynamic Feature [19] 91.6 - - - - 50.0 96.2 

OUR Method 93.6 91.7 89.7 91.4 90.5 92.0 91.4 
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Figure 4. Confusion Matrix for the Messidor dataset. 

 
multi-attention network that addresses the issue of insufficient feature extraction 
using a single backbone network, as well as the problem of ineffective capture of 
highly correlated pathological areas with a single convolutional and attention 
mechanism in medical images. First, we use two backbone networks to extract 
features and apply cross-attention strategies with two attention modules to dee-
pen the feature extraction. In particular, we added a Non-local attention module 
to address the limitations of traditional convolutional neural networks in cap-
turing global information, by focusing on highly correlated pathological regions 
for global attention to achieve improved performance. The addition of numer-
ous Dropout layers reduces the risk of overfitting while reducing the number of 
parameters. Finally, through comparative experiments with other models, we 
achieved advanced results on the Messidor dataset. 
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