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Abstract 
With the vigorous development of tourism and entertainment industry, the 
traditional way of museum information display has been increasingly unable 
to meet people’s growing entertainment needs. Benefiting from the develop-
ment of AR technology, AR museum games, a method of combining tradi-
tional museums with emerging information technology, can transform the 
knowledge display of museums from boring learning to active exploration, 
thereby improving the fun of the journey. By combining the museum aux-
iliary guide with AR games, the story of the museum exhibits is processed 
with interest, and the knowledge display of the serious museum becomes 
more vivid. The design is based on Unity 3d platform, and the Vuforia plug-in 
and UGUI interface controls that can be stable and efficient for image recog-
nition are used to complete the development of museum AR games.  
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1. Introduction 

With the continuous development of AR technology and the gradual maturity of 
the entertainment industry, AR games have become one of the favorite enter-
tainment methods in contemporary society [1]. There are more and more exam-
ples of AR technology combined with all walks of life, and the research direc-
tions are becoming more and more in-depth. Due to the characteristics of AR 
technology that can visualize and intuitively present information, it is feasible to 
apply AR technology to the field of knowledge popularization and fun game ap-
plication in museums. 

This study aims to design and implement an AR game that allows visitors to 
gain a deeper understanding of the history of museums or historical places. In 
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the design of the experiment, on the one hand, the design of the museum game 
is always the primary purpose of knowledge popularization; on the other hand, it 
is also considered that the game should have a clear purpose and rules, and pay 
attention to the diversity and fun of interaction methods in the implementation 
and design process. 

Around the theme of “making it easier for visitors to understand the history of 
the museum”, the mission of the game is designed to collect key objects, and the 
visitors need to overcome the challenge of collecting clues hidden throughout 
the museum, and finally obtain a “treasure” of their own. 

During the collection process, visitors can be guided through the system, 
complete pre-set challenges, and learn about relevant historical knowledge in a 
relaxed atmosphere. 

At present, there are many application examples of related technologies suita-
ble for AR game development, such as location-based mobile augmented reality 
technology games [2], children’s auxiliary games based on voice interaction and 
Unity 3D model [3], augmented reality games based on virtual touch technology 
[4] and so on. The main purpose of this study is to allow tourists to obtain richer 
knowledge and information, and also to have the interactivity of knowledge 
content. Therefore, the design of the museum game will be based on the Unity 
3D platform, using the Vuforia plug-in [5], which can be stable and efficient for 
image recognition, to present the traditional museum exhibit information in the 
form of 3D models and stereo sound effects, so as to enhance the visual and au-
ditory experience of visitors. In addition, UGUI interface controls are used in 
the interaction of the game to provide button response, scene jump and other 
interactive operation functions. 

2. Research Methods 
2.1. Game Design 

The goal of the game is to overcome many challenges, collect clues hidden 
throughout the museum, and finally obtain a “treasure” belonging to the visitors. 
Before entering the museum, users first download and install a mobile software 
installation package, then launch the game and scan the given picture next to the 
collection, and they can see the 3d model corresponding to the collection pre-
sented in front of the visitor. Visitors can zoom in, zoom out or rotate the mod-
el, or click the button at the bottom of the UI interface to play the call audio 
corresponding to the collection, which can well enhance visitors ‘interest in the 
museum’s animal specimens, fossils, ancient tools and other exhibits, and can 
also let visitors feel the novelty of the combination of AR technology and mu-
seum collections. 

After that, visitors can move on to the main quest, which is to collect clues to 
the treasure. The game designed two kinds of clue-gathering challenges for visi-
tors of different ages to try, including a question and answer game correspond-
ing to the model and a puzzle game with relatively high difficulty. If you suc-
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cessfully solve the corresponding problem in the game or put together the 
9-square puzzle of the collection, you can obtain the position of the next clue. 
When visitors need clearer location navigation, they can click the “Map” button 
in the interface to view the map of the current location and the location of the 
next clue point. It is worth noting that by using gesture control technology, visi-
tors can zoom in and rotate the map in the map function module to facilitate 
users to better determine the location. 

2.2. Key Technology 

The core technologies used in the whole development process mainly include 
AR camera, gesture control, button response, scene jump, reading files, image 
segmentation, and audio playback. 

The final effect of the game is: the file is exported as an apk and installed on 
the Android system. When the user opens the game, they can see a UI interface 
containing six function buttons: play audio, pause audio, collect clues (answer 
the question), collect clues (puzzle game), map, and exit. Click different buttons 
to jump to a new scene to achieve the corresponding function. At the same time, 
scanning the phone for a given image reveals the animal model, and using ges-
ture control technology, users can zoom in, out and rotate the model by tapping 
and swiping on the phone screen. 

3. Technology Implementation 
3.1. Environment Construction 

Since different versions of Unity 3D require matching SDKS to work properly, 
and since the game will eventually need to be exported to the Android apk for-
mat, it is also necessary to configure the matching JDK and NDK environments. 
In the selection of platform and plug-in version, Unity 3D + SDK + NDK + JDK 
was finally selected to complete the configuration of the development environ-
ment. 

After the environment is built, the AR Camera and Image Target are created 
by Vuforia Engine in Unity, and the images with high star recognition are se-
lected as the scanning objects and imported into the database [5]. Then, add the 
required model under the object Image Target, adjust the spatial position of the 
model and the Image Target, proofread the Angle between AR camera and the 
model, and finally click the play button to see the presented effect. A basic AR 
recognition program is completed. The situation is shown in Figure 1. 

3.2. Implementation of Interactive Functions 

One of the core goals of the design was to improve the interaction between the 
game and the player, and between the player and the museum collection. Ges-
ture control technology can achieve this goal very well [6]. Specifically, two 
scripts Rotate.cs to realize the rotation function of the model and gesture.cs to  
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Figure 1. Implementation of 3D model. 
 
realize the zoom and shrink function of the model are added to the inspector 
part of the model to realize the operation control of the model. When visitors 
open the game on their mobile phone and scan the pictures to see the 3D model, 
they can zoom in, out or select the model by dragging and touching. In the case 
of a more refined model, visitors can see the body details of some animals more 
conveniently and quickly through this function. 

In order to complete the two clue-gathering mini-games, we need to add but-
tons to the UI and create new scenes. For this reason, we also need to create the 
transition script ChangeScene.cs to allow the interface to jump to or return to 
other scenes when the user fires different button events. The design of the UI is 
shown in Figure 2, in different scene switching, let the tourists experience the 
immersion of the game. 

3.3. Implementation of Game Functions 
3.3.1. Game Sound Effects 
Sound was also an important part of the design and implementation of the 
game. The AudioSource component is the audio source component, the source 
of sound, and its components contain many methods to control audio [7]. Be-
cause it is easy to control the Playback of audio using the AudioSource compo-
nent and the buttons of the UI interface, the downloaded Sound file is put into 
the Onclick() of the “Sound Playback” button and the “Playback paused” but-
ton,The location of the Audiosource is shown in Figure 3. And call Audio-
Source.Stop() and AudioSource.Play() to complete the implementation of the 
function. 

3.3.2. Map Display 
The map display part is to solve the difficulty of GPS positioning in the museum 
and the situation that the map cannot be easily and clearly viewed. As shown in 
Figure 3, click the Map button, and the scene will jump to NewScene.  
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Figure 2. Button in UI. 
 

 

Figure 3. Audio Source. 
 

At this time, the user interface will display the location map of the current 
clue point. With the help of the created gesture control script, visitors can en-
large or adjust the direction of the map by touching the mobile phone screen, so 
that they can view the map more clearly. In addition, each new Scene sets a Quit 
button, which when clicked will exit to the main SampleScene scene. Changing 
the sequence number of SceneManager.LoadScene() in the ChangeScenes.cs file 
can be used to switch between different interfaces. 

3.3.3. Quiz Game 
When the game was designed, it was proposed that visitors could easily under-
stand the knowledge they are interested in while playing the game, so as to 
achieve the purpose of entertaining. Therefore, it is an appropriate idea to choose a 
quiz about the challenges and museum collections. The implementation process 
is to create a new Question Scene, place the corresponding component on the 
Canvas, and create a question.cs script that can read the file path, load the ques-
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tion and determine whether the text is correct. 
When visitors click to enter the Question Scene (Figure 4), they can see that 

there is a set question at the top of the interface, which is about the museum col-
lection in the current location of visitors. Visitors enter the answer in the text 
box below. If the answer is correct, they can click submit to enter the next ques-
tion. After answering the question correctly, the interface will prompt the clue of 
treasure, that is, the location of the next key clue. If tourists think the current 
Question is difficult, they can choose to click “Loading Question” to replace the 
current question or click “Quit” to return to the main scene directly. 

3.3.4. Puzzle Game 
The last major technical component is jigsaw puzzle design. This is shown in 
Figure 5. The puzzle puzzle takes longer and is more difficult than the answer 
game, but in turn, visitors get double the treasure clues when they put together 
the correct picture of the collection. The specific implementation requires the 
Sprite component to split the imported image and put it into the empty Game 
Object. Write pintu.cs script, with the help of Sprite [] UI Show Image array and 
array index to complete the image initialization and position exchange, and then 
complete the puzzle game design. 
 

 

Figure 4. Answer interface. 
 

 

Figure 5. Puzzle game. 
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4. Testing 
4.1. Testing Preparation 

Before the test, the code of five major parts, namely gesture control part, audio 
playback part, map display part, jigsaw game part and problem game part, 
should be placed in a project in the aspect of software, and the switch between 
scenes can be realized through Change Scenes. And the game to use the problem 
text, pictures, audio, scripts and other resources to create folders for manage-
ment, convenient subsequent adjustment. 

4.2. Testing Method 

The evaluation phase uses a selective verbal protocol (“think out loud”) ap-
proach to get some user-based feedback and evaluation, where users are asked to 
complete a series of tasks and speak their thoughts aloud during the process. 
Compared with other testing methods, it has the advantages of providing rich 
data sources, observing users’ thinking, analyzing problems from multiple pers-
pectives, and being easy for subjects to operate [8]. 

Before conducting the test, the participants were required to fill out a consent 
form for ethical purposes, despite the fact that the participants were friends with 
the developers and the location of the test was chosen to be a student dormitory. 
In addition, the testing process will fully consider the safety of the subjects under 
the current Covid-19 prevention and control policy. All the equipment that the 
subjects need to contact, such as computers, keyboards, mice, Android phones, 
etc., will be cleaned and disinfected in advance, and the subjects can interrupt 
the testing process at any time. 

The tasks that subjects need to complete are designed according to the main 
function of the game and the task objectives. When the user clicks on the in-
stalled program, according to the set task, click the button of the UI interface to 
operate. The subjects were asked to complete six tasks, the game was tested on 
the computer (Figure 6) and the phone (Figure 7) respectively. As they com-
pleted the task, they were also asked to verbally comment on their thoughts, de-
cisions, and opinions. 
 

 

Figure 6. The test on the computer. 
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Figure 7. The test on the Android phone. 

 
After all the tasks are done, for the verbal protocol, this generates a large 

amount of data, much of which is used to suggest potential improvements to the 
UX of the game. Some of the most insightful data are recorded in Table 1. This 
approach provides qualitative data that often provides a better measure of how 
users intuitively “feel” about the game, as well as their immediate reactions and 
difficulties in tackling the task. 

4.3. Test Results 

After user testing, problems with the game’s design were exposed. They are: 
1) The UI is too simple 
2) The collection of clues part of the game contains two games of some diffi-

culty 
3) The interactivity of the 3D model can be further improved on the basis of 

the current design. 
The problem of simple UI design has less impact. Limited by the development 

time and the proficiency level of the software, we only try our best to consider 
the functionality of the prototype when making the prototype. This problem can 
be solved by adding the picture material of the button and adding rich game 
background and sound effects. 

In terms of the game difficulty of collecting clues, additional small game op-
tions with simple difficulty can be added in the subsequent development process, 
such as adding a virtual joy-stick to control the model to move, and eating the 
fruits in the scene within the specified time to obtain points. The development 
idea is similar to the existing answer game. Click the button of the UI interface 
to jump to a new scene to play the game. 

This last question opens up new possibilities for the whole design. How a vis-
itor interacts with a 3D model can greatly influence their interest in a museum 
collection, so going further, it is possible to add scripts that can move the model 
by continuously tapping the screen and allow simple voice interaction between 
the model and the visitor. 
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Table 1. Table type styles (Table caption is indispensable). 

Task Description Examples 

Scanning images Open the software to the QR code 
“It was really interesting, I saw a three-dimensional 
animal” 

Control Model 
The user controls the screen to 
zoom in, out and rotate the model 

“It was really interesting, I was able to make 
the model very large and see great detail” 

Play and pause sound touching by mistake 
“Click the play and pause buttons to play the 
animal calls of the model” 

Collecting clues 
(answering questions) 

Click the Collect Clues (Answer Questions) 
button on the UI to enter the questions screen 
and try to answer them 

“This is an interesting question, all about crows, but 
I’m afraid I don’t know how to answer this question” 

Collecting clues 
(Puzzle game) 

Users click Button to enter the 
Game Scene and move the white area of the 
interface to complete the picture puzzle 

“I haven’t played a puzzle in a long time and this 
looks a bit difficult, but I'm interested in it.” 

View the map 
Click the map button to enter a new scene 
and view the map of your current location 
(the map can be controlled by gestures) 

“I The feeling of controlling the map and the 
model is more similar, I can see the details on the 
map more clearly, but the map is slow to respond 
when rotating and zooming in” 

Quit the game Click the quit button to exit the game 
“The game responds quickly when you click 
exit, but I think you can pop up an interface to 
determine whether to exit when you exit” 

5. Conclusions 

The purpose of the design of the game is to develop a mixed reality game that 
allows visitors to have a deeper understanding of the museum. The main task is 
to collect key items. In this collection process, visitors can get clues through the 
game and the system guide, and learn relevant historical knowledge in a relaxed 
and pleasant atmosphere. 

The whole game development process of the game can be divided into two 
parts: one is the AR camera and gesture control part to attract visitors’ interest, 
and the other is the part to complete the game to get clues. As a game designer, 
you need to think about how to engage the user [9] and always design with the 
user in mind [10]. Compared with obtaining relevant information about the col-
lection by reading the introduction posters of the collection, augmented reality 
provides a contextual experience, improves interest and participation, and enables 
visitors to have a more relaxed experience and a deeper understanding of the 
museum collection they interact with [11]. 

For visitors to the museum, novelty is one of the main feelings they want to 
obtain, which is also a “hidden” need that designers need to find out [12]. Al-
though AR technology has been widely used in medical, entertainment, military, 
machine manufacturing and other fields. 

However, it is still an interesting topic for most tourists, which can bring them 
a novel experience that they usually cannot get [13]. Based on this, in the design 
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of the prototype, we first strive to meet the scanning pictures of the 3D model 
and tourists can interact with the model. Participants’ praise and praise for this 
part of the function in the test phase also proved that this design idea is right.  
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