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Abstract 
The analytical capacity of massive data has become increasingly necessary, 
given the high volume of data that has been generated daily by different 
sources. The data sources are varied and can generate a huge amount of data, 
which can be processed in batch or stream settings. The stream setting cor-
responds to the treatment of a continuous sequence of data that arrives in 
real-time flow and needs to be processed in real-time. The models, tools, me-
thods and algorithms for generating intelligence from data stream culminate 
in the approaches of Data Stream Mining and Data Stream Learning. The ac-
tivities of such approaches can be organized and structured according to En-
gineering principles, thus allowing the principles of Analytical Engineering, 
or more specifically, Analytical Engineering for Data Stream (AEDS). Thus, 
this article presents the AEDS conceptual framework composed of four pillars 
(Data, Model, Tool, People) and three processes (Acquisition, Retention, Re-
view). The definition of these pillars and processes is carried out based on the 
main components of data stream setting, corresponding to four pillars, and 
also on the necessity to operationalize the activities of an Analytical Organi-
zation (AO) in the use of AEDS four pillars, which determines the three pro-
posed processes. The AEDS framework favors the projects carried out in an 
AO, that is, its Analytical Projects (AP), to favor the delivery of results, or 
Analytical Deliverables (AD), carried out by the Analytical Teams (AT) in 
order to provide intelligence from stream data. 
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1. Introduction 

The Big Data paradigm and the avalanche of massive data allow for improving 
decision-making capacity and increasing organizational efficiency [1]. There-
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fore, data analysis is presented as a fundamental activity in a Big Data Value 
Chain, as well it needs to be properly handled by organizations that seek to ob-
tain results from data intelligence. 

For [2], Big Data grows as more sectors of the globalized society are involved 
in the massive data era. The global economy, the management of society, scien-
tific research, and even the security of nations can be treated as Big Data prob-
lems. Healthcare, public-sector administration, retail, a global manufacturing 
and personal data refer to other examples of massive data sources. 

Big Data considers that massive data of many types (texts, geographic loca-
tions, human interactions) are a means for generating intelligence for organiza-
tions. Big Data comprises three main properties, generally the most cited: vo-
lume, variety and velocity [3]; many others are added, as an example, veracity 
[4]. However, just these three main properties of Big Data regarding data analy-
sis activities have been determining many actions, investments and studies on 
the part of academia and the industry, imposing great demands on organizations 
that have the responsibility for offering value from data analysis. 

The property regarding the high velocity of data generation and transmission 
presents a strict link to the concept of the data stream that can be observed in 
several applications, such as astronomical applications, scientific systems [5] [6], 
and systems that involve the Internet of Things paradigm, as well as financial, 
weather forecasting and telecommunication systems, among others. 

For managing, manipulating and obtaining intelligence from the analysis of 
massive data considering the data stream setting, organizations have been 
adopting technologies, tools and models (computational, business, and data 
models) besides specific frameworks and techniques of data analysis. These vary 
according to their needs, capacities and computational conditions. This need for 
analyzing massive datasets establishes a new data paradigm called Modern Ana-
lytics, also known as Big Data Analytics [7], or just Analytics. 

Analytics requires specific technological knowledge, considering specific tools, 
models and data analysis techniques in the Big Data domain. Its conceptual and 
practical approach has encouraged both academia and industry to provide better 
capacity to organizations, professionals and decision-makers. As an example, the 
Big - Data, Analytics, and Decisions Framework (B-DA), presented by [8], deals 
with a set of concepts, tools and technological solutions capable of providing a 
semantic capacity for Big Data and promoting better insights for users to make 
decisions. 

The results observed in an organization, from the Analytics perspective, have 
to consider the data management lifecycle, which comprises the activities of ob-
taining data, storing data, analyzing data and visualizing the results. In this 
sense, it is possible to integrate engineering principles with Analytics activities to 
allow sufficient conditions for an organization to manage data, considering 
batch or stream setting approaches to generate the expected results. 

Engineering per se is capable of providing solutions to open problems or those 
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that have more than one solution; therefore, it can be presented as part of the 
solutions to the problems of Analytics, thus determining the proposal of Analyt-
ical Engineering (AE), capable of systematizing responses to the environment in 
which it operates under the aspects of (Big) Data. 

As data streams have increasingly been present in different scenarios to gen-
erate knowledge from (massive) data, it is pertinent to explain/conceptualize 
Analytical Engineering from the data stream perspective, where data is generat-
ed at high velocity, requiring analysis to generate the results in real-time. 

Therefore, some questions that permeate this research are: 1) How can the 
fundamentals of AE support organizations in their data stream analytical 
projects? 2) How should AE fundamentals and processes behave in relation to 
data stream? 3) How to handle AE processes in an organization that manages 
data in a data stream setting? The questions outlining this research work support 
the presentation of results that deal with Analytical Engineering for Data Stream 
(AEDS). 

To present the results of this research, the article is organized into five sec-
tions: section two presents a detailed view of the main aspects of Analytical En-
gineering and its fundamental characteristics; section three highlights the fun-
damentals of the data stream, its concepts and applications; section four presents 
an integrated framework of AEDS, emphasizing the application of Analytical 
Engineering to data analytics projects that enable data stream; lastly, section five 
presents the final considerations and conclusions. 

2. Literature Review 
2.1. Analytical Engineering Principles 

Big Data and its three main properties, or those most cited, concerning volume, 
variety and velocity [9], represent the amount of massive and varied data that is 
constantly generated by many sources. Other properties have been added to the 
paradigm, such as “veracity” [4] and “value” [3], to explain the meaning of this 
new paradigm of the digital information age. 

The Big Data paradigm is commonly verified through data lifecycles [10], Big 
Data pipelines [11], Data Engineering and Machine Learning maturity models 
[12], and specific Big Data Value Chain [3] among other frameworks that favor 
data management explanation in organizations that seek data intelligence. 

In certain value chains for Big Data, such as in [3] [13], the analysis of data 
can be considered in different formats: text, web data, data stream, structured 
data, etc. These are dealt with in a specific phase of the value chain related to 
Analytics, which incorporates technologies, techniques and specific models [14] 
to extract knowledge from massive datasets. 

Given the complexity of the activities associated with Analytics, corporations 
that consider the Big Data paradigm to obtain better results from data analysis 
have created frameworks that may vary in a micro view; in a macro view, however, 
they consider two fundamental areas: Data Engineering and Data Analytics. 
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Data Engineering and Data Analytics deal with data and how it can be ma-
naged, being part of a single organizational structure or belonging to two differ-
ent organizational structures, or areas. Considering a specific organizational 
structure for Data Engineering and another for Data Analytics, the organization 
focused on Data Engineering is generally managed by a Chief Data Officer 
(CDO) [15] who focuses on data lifecycle with activities related to data genera-
tion, data collection and data storage. In turn, the organization for Data Analyt-
ics, which can generally be directed by a Chief Analytics Officer (CAO) [16] 
deals with activities related to data analysis, considering the construction of ma-
thematical, statistical, and computational models and their implementation to 
make the results available for visualization and decision making. 

In this sense, a specific organization for data analytics can be nominated Ana-
lytical Organization (AO), being part of corporations of different domains and 
sizes, whether in the scientific or the business industry. The activities of an AO 
based on AE addresses a systematized method using data, model, tool and 
people to transform business problems using data analysis into assertive solu-
tions for the business [17]. 

An AO is capable of dealing with data analysis and data mining in the specific 
domain of massive data, or Big Data, which according to [18], culminates in the 
term Big Data Mining presenting specific characteristics in relation to conven-
tional Data Mining. Big Data Analytics introduces the need to manage data he-
terogeneity and incompleteness, scalability, integration, consistency, privacy and 
accuracy [19]. Therefore, an AO can consider aspects related to an engineering 
capability in its structure, culminating in its analytical engineering capability. 

An AO can thus be managed according to the specific characteristics and 
principles of AE that must structure its activities and processes, as well as allow 
this organization to be able to deliver its results, or Analytical Deliverables (AD), 
through specific projects of data analysis, or Analytical Projects (AP). 

The conceptual view of Analytical Engineering (AE) proposed by [17] 
presents a framework oriented to the integration of four pillars: Data, Model, 
Tool and People; and three processes: Acquisition, Retention and Review. The 
processes intersect the four pillars determining activities to be carried out by the 
Analytical Team (AT). 

For the AE framework, the processes are used in a managerial and strategic 
view. The three processes that intersect with the four pillars of AE can be de-
tailed and integrated with other management and operational processes of an 
AO. An integrated view of the AE pillars and processes is presented in Table 1, 
followed by its details. 

The conceptual framework of AE as part of an AO allows the creation of a 
more extensive set of activities and possibly specific processes and procedures to 
meet the expectations of the organization itself and its customers. Thus, in this 
section, the presentation of this framework is not linked to any specific type of 
AO or to an AO that meets a specific business model (such as retail, healthcare,  
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Table 1. Analytical engineering pillars and processes. 

Pillars 
Processes 

Data Model Tool People 

Acquisition 
Data can be acquired, not 

necessarily/not all 

Model – business should be 
internal. Computational not 

necessarily 

Normally acquired; part 
of them is internal 

(algorithms) 

Acquired/contracted 
with specific skills 

and experience 

Retention 
Data can be stored, not 

necessarily/not all, depending 
on the business 

Models can be stored for 
future projects 

Normally stored with 
configuration 
management 

Should be retained 
for future work 

Review 
Depending on specific needs. 

Practically not or rarely. 

Stored models can be 
reviewed and improved. 
Especially the business 

models. 

Internally designed tools 
can be reused after 

improvements 

Training and study 
are used to review 

and improve 
experience 

 
logistics, etc.); the presented framework is not linked to specific mathematical or 
computational models, tools or technologies, either. 

Data. Data correspond to the basic element for AE; they favor all stages of a 
possible cycle of AE, from its acquisition, considering preparation, mining and 
analysis activities to be made available for visualization to support decision making. 
Activities commonly related to AE deal with structured, semi-structured or un-
structured data. Data is what determines the properties of Big Data, therefore 
determining the actions of Big Data Analytics, which refer to the main objective 
of AE. It corresponds to the main input of Analytics and can be obtained from 
different sources and in different ways, requiring specific and differentiated 
technological infrastructure in this domain (Big Data), with greater demands on 
tools and computational models if considering the fundamentals of Data Stream. 

Model. The models deal with the means of transforming the data to be made 
available to meet the business intelligence. Various types of models considered 
in an AO can be referenced, such as business models, mathematical and statis-
tical models, and computational models. The business model enables and un-
derpins AO’s actions, possibly arising from a business problem and designed by 
a specific business area. Mathematical and statistical models can allow condi-
tions for the AT to carry out implementations of algorithmic modifications ca-
pable of enabling the results. In a systematic and methodological approach, there 
is an evolution between the models until reaching a computational model that, 
as a rule, uses specialized tools that support the analyses to present the results or 
the AD. According to [20], statistical and computational models are visualized in 
an integrated way, especially because specific tools provide this type of integra-
tion. (This AE pillar does not presuppose a methodological view regarding the 
use and application of models associated with AE, seeking to highlight the possi-
ble models associated with an organization). 

Tool. Tools are fundamental instruments for supporting AO. They make the 
activities of the AO viable and, without them, the avalanche of massive data 
could not be interpreted. However, data and models are needed to determine 
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which and how to use tools capable of delivering the results. From the AE pers-
pective, tools correspond to technologies, frameworks, algorithms, integrated 
solutions or systems developed for data analytics. Various types of tools are ca-
pable of favoring data analysis, be it in the area of text analytics, web analytics, 
mobile analytics, social media analytics, or stream analytics, among others [14], 
[21] [22]. A particular example of a tool in the context of AE is an integrated so-
lution for data analytics called Share AL presented by [23] which considers three 
main components: 1. A full stack web application, 2. A dashboard for analyzing 
streaming data, and 3. High-performance computing (HPC) for performing real 
time analysis. 

People. They conduct the processes and activities of an AO developing and 
deploying AD. Starting from very specialized profiles and training, people are 
responsible for creating and maintaining an AO. They should have to have a 
specific and broad knowledge of three domains: business, mathematics and sta-
tistics, and computing (with an emphasis on Artificial Intelligence and Machine 
Learning). The multidisciplinary learning of AO professionals has become a re-
levant point for the expansion of these organizations to support the business 
through data intelligence. 

The four pillars proposed for the AE determine the means for an AO to carry 
out its activities; however, the procedures and activities are specifically defined 
by its processes. According to [24], technological resources, people and processes 
are fundamental to facilitating the management of Big Data. Therefore, these are 
the processes that allow the AE to define the strategic and functional actions of 
an AO, which can be institutionalized according to the precepts of the AE and 
also be supported by other procedures and activities at the managerial and oper-
ational level. 

The Acquisition Process deals with the possible acquisitions made by an AO 
for any of the pillars; that is, for all pillars, there may be components to be ac-
quired by an AO, such as: data, specific models, tools or people can be acquired 
to form the AO. All Acquisition activities should be detailed so that an AO can 
execute (and re-execute) its acquisitions, which can be complex for each specific 
type of AP performed by the AO. Thus, the acquisitions for carrying out the AP 
are properly managed, possibly following specific standards and models defined 
by each AO. Specifically considering the data and tools for a given AP, the AO 
can define how to acquire external data and specific tools for analyzing them, 
especially considering that both are cost generators for an AO. People are a rele-
vant intellectual asset for an AO; their “acquisitions” (or hires) must thus be 
treated according to specific criteria to meet the objectives of the AO. 

Retention Process corresponds to another relevant and strategic process for 
an AO, as these organizations also depend on retention for all the pillars deter-
mined by AE. For a given AP, issues such as the retention of some data that are 
exclusively relevant to a given business may require substantial amounts of 
computational resources, such as data storage and manipulation, security crite-
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ria, among others. Tools that can also be produced internally for a specific AP 
reflect an important retention and versioning management action, linked to the 
data manipulated by a specific computational model and capable of generating 
value. Likewise, people also need to be “retained”, as they represent an important 
intellectual asset for carrying out the ADS of an AO. The modeling of this 
process reflects all the activities and standards that favor the retention of AO da-
ta, models, tools and people, as well as the measurement activities that support 
this process. 

The Review Process deals with the activities carried out by an AO and that 
can be essentially linked to the reuse of data, models, tools (specific algorithms 
developed for a specific AP) or their integration. With the high cost of main-
taining massive databases with security and data privacy issues, the AO can es-
tablish periodic review activities of its assets. All the data, tools or models de-
signed for a specific AP and that belong to an AO require periodic review ac-
tions to best support future activities and future AP. People must also be “re-
viewed” and their domain of knowledge, studies and research must thus be con-
stantly evaluated so that they meet the projects carried out by the AO. Participa-
tion in specialized training, workshops or conferences specific to the AO area of 
expertise is part of an AO professional development program. 

2.2. Data Stream Overview 

The huge amount of data generated in a continuous stream is called a data 
stream. The data stream is part of data processing in various sectors, applications 
and systems, such as astronomical applications, critical scientific systems [5], 
traffic management systems [25], as well as retail and financial applications, fo-
recasting, telecom systems, social media activities [26] [27] among others. 

Data Stream has some specific characteristics for dealing with data intelligence 
in terms of its management, processing and mining. Therefore, this section ad-
dresses concepts that have been proposed for the data stream, presents an over-
view of the activities that involve Data Stream Managing, focuses on the 
CRISP-DM approach [28], besides considers the activities that involve Data 
Stream processing—stream with specific models, tools and algorithms and their 
applications to generate intelligence from Stream Mining and Stream Learning. 

Data stream regards the fact that the amount of data is too large to be stored 
before being processed; no database nor memory capacity is sufficient or able to 
store the amount of data [29]. Data Stream corresponds to an infinite sequence 
of data records arriving continuously in real-time, which culminates in the need 
for online processing and analysis [30]. Thus, Data Stream usually corresponds 
to the processing of massive data that occur continuously and in real-time, without 
any control of the data that is received, challenging the storage, processing and 
analysis capacity. 

Data Stream can be considered in two aspects: structured and unstructured. 
Structured data presented in stream format correspond to applications in vari-
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ous sectors, such as data processing of consumer goods (electricity, internet, 
gas); the processing of data generated by retail or financial systems (generation 
of purchase items by a retail network, finance application to support trading de-
cisions); high capacity for generating data related to scientific experiments (ge-
nome, aerospace); data generated by sensors in the Internet of Things domain. 
Stream generation for unstructured data is related to audio and video stream 
generation. 

Both structured and unstructured data should be managed, as also the envi-
ronment and people involved in the context of data analysis. [29] presents some 
steps on the management and mining of Data Stream. Data management in 
stream setting differs from a conventional approach also known as batch setting, 
considering Standard Database System, whereby data is processed in batch for-
mat, or simply, batch processing. Data Stream and stream processing have an 
online processing feature; data is manipulated directly on streams and each item 
in the data stream set is processed only once. Therefore, the data stream man-
agement technology infrastructure is related to the Data Stream Management 
System (DSMS). A DSMS considers the storage structure for the structured 
stream, in a table format, being able to store datasets that can correspond to part 
of the received data. 

Besides the specific technological and data storage infrastructure for the data 
stream, it is relevant to verify the phases that involve data stream managing, 
processing and mining through a methodological view that can be based on the 
CRISP-DM model [28]. The model considers six phases: 1) Business under-
standing, 2) Data understanding, 3) Data preparation, 4) Modeling, 5) Evalua-
tion, and 6) Deployment. 

Data Stream Management can be carried out in the CRISP-DM phases 1 and 
2, considering that the beginning must be linked to the understanding of the 
business problem. How the data is generated and properly prepared culminates 
in the Data Stream Processing that corresponds to phase 3 of CRISP-DM. Solu-
tion modeling and analysis or Data Stream Mining are related to phases 4 and 5 
involving learning methods and algorithms associated with Machine Learning 
and, more specifically, Stream Learning. Using specific tools, techniques and al-
gorithms for stream analysis, culminating in the delivery of results is part of the 
phase 6 of CRISP-DM. 

Specifically considering data stream processing, [3] point out that data stream 
processing analyzes data as soon as they arrive to derive its results. Data stream 
processing also considers some specific techniques described according to the 
observation of the instances to be analyzed: Moving Windows, Landmark Win-
dows, and Damped Window, which involves types of processing related to data 
stream [31]. 

Data stream processing is usually preceded by data stream preprocessing, a 
relevant phase that can be allocated to any project involving a data stream. Data 
stream preprocessing presents a set of activities that deals with data obtained 
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from different sources and, therefore, can present noisy, redundant values, duplic-
ities and missing values [32]. [33] considers Data Stream Preprocessing as the set 
of activities linked to integration, normalization, cleaning and transformation. 

Preprocessing for data stream needs fully automated methods and algorithms 
as new data continuously arrives. Hence, preprocessing models need to be up-
dated automatically since data evolves in a stream fashion [32]. 

The data stream preprocessing phase also considers activities that correspond 
to dimensionality reduction, instance reduction and feature space simplification 
[33]. Preprocessing is a phase that precedes the data stream processing itself and 
that can somehow be interchangeable with data stream processing, depending 
on the models and approach. 

Internet of Things (IoT) corresponds to an area where it is possible to evi-
dence the need for processing in stream format considering smart building and 
data stream processing. IoT is presented as smart building platforms for cities, 
hospitals, energy networks and industries considering massive data generation 
in its applications, thus requiring data stream processing and preprocessing, and 
data stream mining activities for huge amounts of data [34]. 

Data stream mining is part of the activities involving data intelligence. Data 
Mining, specifically, corresponds to an interdisciplinary area of knowledge that 
involves Statistics, Machine Learning and Business Science to extract patterns 
from datasets as exemplified by association rule mining and clustering in [35]. 
Specifically for the data stream, mining concerns extracting knowledge from 
non-stopping streams of information as mentioned in [5]. 

According to [31], data stream mining has become crucial in many applica-
tions that demand the analysis of data in real-time (or near real-time), such as 
social networks analysis, sensor data analysis, etc., given that they can generate 
data from evolving distributions. 

Data stream mining uses specific methods and tools to perform mining activi-
ties that cannot be processed by traditional Data Mining tools due to some con-
straints, such as limited memory, data speed and dynamic environment [27]. 
The use of learning models and specific algorithms for stream learning collabo-
rate with Data Stream Mining, which considers the application and use of spe-
cific tools, such as SAMOA, StreamDM, Spark, Storm [30] [36] [37] [38] [39], 
for stream learning and mining activities. 

References [31] [32] link Data Stream Mining activities to Big Data, present-
ing the term Big Data Stream. [32] explains the challenge to data stream mining 
as regards volume, velocity and volatility. Volatility emphatically corresponds to 
what can be observed in data received the stream, as it deals with dynamic data 
with changing patterns over time, which corresponds to concept drift. Concept 
drift is presented and discussed in more detail in [40] [41]. 

Machine Learning is the engine of data stream mining activities [42] favoring 
the conditions of stream learning that, using specific algorithms for data stream, 
are able to compute prediction on a stream of incoming data [43]. Concept drift 
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and Sliding window correspond to some of the specific practices to data stream, 
verified in stream learning models. 

Concept drift is a specific constraint for data stream mining that considers the 
changes observed in the stream, altering the distribution over time and impair-
ing results and accuracy, especially for classification models [27] [41] [44] [45]. 
For [32], concept drift categories correspond to smoothness of concept transi-
tion, singular or recurring contexts, systematic or unsystematic, real or virtual. 

Sliding Window is another practice related to stream learning that considers 
the analysis of the most recent data received in stream [5]. This method links the 
analysis of the most recently received instances, summarizing the analysis of 
previous versions (packages). 

Above all, recognized and widely used models of Machine Learning make up 
stream learning, such as Naïve Bayes and Neural Networks [30] [46]. Hoeffding 
Trees [30] are incremental updates of decision tree models also used for data 
stream mining [43]. SAMOA, Storm, Spark Streaming and Flink are examples of 
tools that present the implementation of these algorithms to carry out stream 
mining activities [36] [39] [47]. 

To conclude this section, some challenges are posed to the data stream ap-
proach; for [31]—evolving data streams, running time, memory usage, 
high-dimensionality, concept drifts, delayed labeling and imbalanced labels. [5] 
considers that the continuous streams of data have challenged storage, computa-
tion and communication capabilities in information systems whereby new mod-
els, tools and techniques have been proposed to cover these needs. [48] also 
presents some relevant challenges for data stream and concept drift related to 
the construction of efficient online learning rules that adapt to models based on 
streaming data; how to handle preprocess data, a relevant factor for learning 
problems; and how to deal with concept drift for online learning. 

3. Results 

Data in the field of AE refers to the fundamental element for carrying out the 
analyses, followed by models that can cover business, statistical and computa-
tional aspects to provide the conditions for analysis. Tools stand out for being 
essential for these types of analyses. The tools vary in size and capabilities that 
are constantly changing, presented by academia and industry. With ample and 
greater emphasis on people, or human resources, AE depends on human know-
ledge about business, computing and statistics to deliver the proper results based 
on data, models and tools. 

Therefore, the AE pillars and the three processes associated with the data 
stream paradigm, favor the activities of data stream analytics. In this sense, the 
conceptual framework of AE can promote a specific integrated framework for 
data stream analytics named Analytical Engineering for Data Stream (AEDS). 

The pillars of AEDS represent its static capacity and for these pillars to be-
come functional and achievable, three processes are proposed; they represent the 
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dynamic capacity of AEDS—Acquisition, Retention and Review processes. 
Processes provide the operational and functional conditions for AOs, and their 
operationalization occurs in an integrated way with the proposed pillars. Based 
on these processes, specific procedures, activities and tasks that detail the opera-
tionalization can be derived for solving massive data analysis problems. 

An organization that deals with data streams, as an example, can use the 
AEDS framework, considering the three processes to structure its activities, as 
well it could use the four pillars that are able to determine what should be ad-
dressed by the organization’s processes. Supposedly the organization must 
maintain its other internal processes that are not considered in the AEDS. 

Thus, the pillars and processes of AEDS are detailed below associated with the 
data stream paradigm. Their objectives, possible integration of the pillars and 
processes, and possible procedures for AEDS processes are presented in this sec-
tion. An overview of an AO and its APs and results is exemplified to better un-
derstand AEDS framework. 

Data is huge, massive, in a paradigm that can also be called Big Data. Data 
streams fundamentally correspond to the three main characteristics, or those 
most commonly associated with Big Data, volume, variety and velocity. In a data 
stream approach, it is possible to verify extensive and continuous data flows; 
high volumes of data can be observed in applications that consider data streams. 
Some examples are associated with the Internet of Things, astronomical applica-
tions, scientific systems, financial systems, weather forecasting and social net-
works. Variety in the data stream can also be considered, given the different 
stream data sources. Massive, varied data are observed and collected in stream 
format for online analysis and for responses that must be provided according to 
the same data reception speed, be it when considering structured and unstruc-
tured data applications. Velocity is an intrinsic part of the data stream, which 
presents itself at a speed that makes it difficult even for traditional Machine 
Learning models to offer answers about the data processing. Data stream does 
not refer to datasets that can be stored for future queries. Supposedly, there are 
repositories that can store specific portions of the continuous flows of data that 
are received for some kind of a posteriori analysis; however, it is not feasible to 
approach data stream with aspects of traditional storage. The unique data issues 
for AEDS projects should emphatically consider preprocessing aspects, that is, 
algorithms that deal with the problem of data that present noise, dirt, and vari-
ous biases that can make analysis difficult. [33] presents some examples of algo-
rithms and useful tools for preprocessing, expressively favoring preprocessing 
for the data stream, which, after collection, undergoes an analysis step depen-
dent on specific data stream models for stream learning and stream mining. For 
anomaly detection, [49] proposes a new optimization function for evaluating 
data stream anomalies, i.e., when some predictive values exceed predefined 
measures. However, for an AO that manages AEDS projects of the data stream, 
there is also the issue of data integration that allows them to be analyzed. 
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Model. They are responsible for transforming data. For data stream problems, 
AP should consider three types of models: business, mathematics and statistical 
models, and computational models. They are usually integrated into a unique 
model solution; although they have specific characteristics, they should be inte-
grated to define a unique solution. A business model should cover aspects re-
lated to the business needs regarding data management, learning and mining. 
Different kinds of business problems can be defined in the Business model. As 
an example, it is possible to consider the part of a solution that uses the Internet 
of Things and its infrastructure, considering data collection based on sensors for 
some data integration for future analysis. This is part of the business model that 
should define how the data will be integrated with other data and how it should 
be processed. Specifically, considering data stream as part of the solution, the 
business model should define different aspects of the analysis, including data 
collection, preprocessing and cleaning, processing and, finally, results presenta-
tion (or visualization). Another part of the model for AP should think in an in-
tegrated way, since statistical and computational models for this type of solu-
tions are highly integrated. Computational models treat algorithms and tools 
that offer the capacity to stream learning and mining based on the data stream. 
In this sense, the computational model is responsible for defining which types of 
Machine Learning methods could be applied to the solution. The methods are 
considered by many algorithms and are part of the implementation in different 
specific tools for data stream mining. The decision about its use can be part of a 
Computational model. In this case, the model can consider many methods, algo-
rithms and tools and each of them should be tested and validated to define a 
better solution. Moreover, the computational model is fully integrated into the 
statistical one and the reflections regarding some statistical methods should thus 
be observed, even though these methods are part of the algorithms and tools. As 
an example, it is possible to observe the framework presented by [50] which 
represents the modeling of an integrated solution for data stream analytics de-
fined as Big Data Stream Analytics for online Sentiment Analysis (BDSASA) 
with seven layers for data stream processing, mining, and learning, correspond-
ing to 1) Data Stream, 2) Data pre-processing, 3) Data Mining, 4) Prediction, 5) 
Learning and Adaptation, 6) Presentation, and 7) Storage. 

Tool. An extensive set of tools are usable for AEDS-based solutions; however, 
some restrictions are placed when it comes to data stream mining. For AP, some 
special features must be provided by these tools. According to [27] [51] [52] 
concept drift is a relevant practice linked to data stream solutions and systems. 
Considering the most useful tools for data stream learning and mining, it is 
possible to verify solutions based on tools called Data Stream Processing Engines 
(DSPE), such as SAMOA, Storm, Spark Streaming, Flink, Kafka Streams. These 
tools can be compared, according to [39], considering features such as pro-
gramming model, data partition, state management, processing and fault toler-
ance. [38] also addresses some DSPEs, such as Spark, Flink and Storm, according 
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to characteristics related to latency, throughput, fault tolerance, usability, re-
source expense and scalability. Other specific architectures involving data stream 
and analytics are found in [53], which presents a proposal for a multimodal ar-
chitecture that deals with batch and streaming processing for knowledge extrac-
tion from multiple heterogeneous Big Data sources; or in [34], which presents a 
specific system called SenseRT, for managing and analyzing real-time streams of 
sensor data collecting streams and uses a range of network protocols. 

People. In any of the AP, the knowledge acquired and developed by people is 
essential for managing and developing related activities for this type of project. 
As these are complex and multidisciplinary projects, the training and education 
of professionals in this area demand investments and efforts, whether personal 
or institutional. The courses and programs offered do not address the specificity 
of the data stream, and may be addressed in some way by some specific graduate 
programs. Thus, the training and instrumentation of professionals for AEDS 
projects for data stream become a crucial point of attention. People, in this con-
text, have to have proper treatment and training; they need greater support and 
involvement with different means of instruction acquisition, either by partici-
pating in Workshops and Conferences in the Data Mining, Data Stream and 
Machine Learning subjects, by self-learning, or by education in postgraduate 
programs at the university or at specific technology institutions. 

Possibly all organizations that need to manage data streams should consider 
these four pillars, as they are essential for managing the data cycle, from data cap-
ture, storage, analysis, ending with making the results available to decision-makers. 

The four pillars of AEDS, as static components, require dynamization, which 
occurs, as aforementioned, by AEDS processes. The processes can be compre-
hensively considered as process areas, requiring that they be detailed by proce-
dures, activities and tasks for real implementation. 

Each of the proposed AEDS processes has a general objective and possibly 
some specific objectives, which may vary according to the AO and the type of 
AP to be carried out. The general objectives of each of the proposed processes 
for AEDS and their integration with the four pillars of AEDS are detailed be-
low. 

Acquisition Process. This process presents important activities for an AP for 
data stream since it highlights all the acquisitions necessary for the project to be 
carried out. Hence, in a macro view, these acquisitions are treated in accordance 
with what is identified for each of the pillars of the AEDS. Regarding the pillars 
referring to data, models, tools and people, what highlights can be made about 
the acquisition of an AP for the data stream? Even data can be acquired. How 
does data acquisition for an AP occur? This answer is linked to the way the AP 
should handle data acquisition according to a previously designed business 
model. The data and models’ pillars are intensively integrated at this point, yet 
models cannot be acquired, especially business models, as these are intrinsic to 
the organization that must use the AP results. However, the basis for data acqui-
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sition must be part of what is described in the business model. Possibly the other 
models (statistical and computational) cannot be acquired either, as they refer to 
the core of an AP. In this sense, modeling determines the business and technic-
al-computational aspects to be addressed by the project. Acquiring tools is pos-
sibly the most necessary action in an AP for the data stream. No project can be 
materialized without the acquisition of specific tools, even if customizations have 
been performed or some algorithms slightly modified, others even implemented; 
an AP requires the acquisition of specific tools. The diversity of tools is exten-
sive, requiring a proper capacity for the correct selection and subsequent use of 
the tools by the people involved in the AP. People must be “acquired”, or rather 
hired, to meet the needs of the AP. As mentioned in the pillar referring to 
people, they need very specific training, which demands the contractors’ impor-
tant criteria and observations so that these people can properly perform their 
roles throughout the AP and provide the expected results. 

Retention Process. The characteristics of this process are aimed at storing 
and managing the configuration of project deliverables or work prod-
ucts—developed or changed—during the AP. Retention of ADs, or part of what 
was acquired or produced, may be relevant for future APs. Retention or storage 
must be carried out with strict configuration management criteria. For example, 
possible models and algorithms designed and implemented in a given AP can be 
properly reused in future projects. The retention process is relevant for AEDS 
and can be applied to all AEDS-related pillars. For data, retention or storage is 
supposed to occur in a partial way, as it is not possible for an AEDS project to 
have all the data processed stored for reuse; there is no sense in retention or sto-
rage in a streaming view. However, possible mechanisms and databases for par-
tial storage may occur in some specific business models. Models, in general, can 
be reusable, entirely or partially. The modeling performed by an AO for a given 
AP may undergo minor changes for future APs, supposedly considering the 
same problem or business area. Tools acquired or developed, can possibly be 
retained and, depending on new needs or adjustments, be reused. The tools ac-
quired will certainly be part of an organization’s assets and are reusable; howev-
er, specific algorithms or programs developed and stored under strict configura-
tion criteria may undergo minor modifications to meet new projects. Supposed-
ly, the intellectual capital of an AP, the people, considering the possibilities of 
the organization, must be properly “retained”, that is, they must remain as part 
of the team of an AO; since they have acquired the knowledge and experience 
from a first AP, or the first APs carried out, they will be of total relevance for 
future APs. 

Review Process. Reviews are periodic, according to pre-established periods, 
or, at a minimum, at the beginning of the end of each AP since they are essential 
to verify deliverables purchased or produced by an AO. Reviews should favor the 
reuse of work products developed for each project. For an AP for the data 
stream, the review is possible for models, tools and people, but not for the total-
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ity of previously processed data. Data is not reusable in its entirety for a data 
stream project. As mentioned in the Retention Process, for some business strate-
gies, a subset of data obtained in a data stream project can be retained (stored), 
but not its entirety. Therefore, the review of the models is totally feasible for an 
AP for the data stream, and they can certainly be reused for new APs, whether 
the business models or the computational model, for example, whereby the 
strategies are linked to the data and the tools and possible algorithms developed 
specifically for a project. The review and subsequent reuse of these models can 
be common, since there are many similarities in data stream projects carried out 
for the same business area. Tools, acquired or internally developed for a given 
AP, specific algorithms developed by the AT, possibly retained and stored under 
rigorous configuration management, can be reused in many scenarios, even for 
different business areas or for computational models that demand small 
changes. People refer to the component that can undergo “review” in the sense 
that they can be reassigned to different APs, given skills and expertise, and can 
be evaluated in the sense that they are trained to improve knowledge or to be 
promoted to new roles and challenges. In general, this process must belong in 
the initial or final phase of an AP; reviews occur and favor the ATs to carry out 
their activities to properly produce the AD of the project. 

An example can be posed by considering an Internet of Things area of an or-
ganization that deals with data stream; it can be supported by the AEDS frame-
work, i.e., consider the AEDS mapped processes and also the possible proce-
dures highlighted in Table 2 and Table 3 to define part of data lifecycle man-
agement. Table 2 depicts the integration of the pillars and processes of AEDS, 
with the process’s objectives and with possible procedures for each process. Ta-
ble 2 also presents a description of the relationship of each pillar with the 
processes defined for AEDS. Table 3 specifically addresses some possible pro-
cedures related to each of the processes provided by AEDS. 

Project Management principles can be applied by an AO to carry out its 
projects. Initiation, Planning, Execution, and Closing phases are capable of or-
ganizing the processes, procedures and activities of APs developed by the AO. 

In the Initiation and Planning phases, processes and procedures associated 
with Acquisition and Review are possibly considered, as they favor the kick-off 
and the initial and planning activities that enable the execution of the project. In 
the Execution phase, the process and procedures of Acquisition are used for ac-
tivities of acquiring the project components; project-specific work products are 
developed, such as new components (models, algorithms, databases, etc.), as well 
as final deliverables; the process and procedures of Retention can be started 
during this phase. For the Closing phase, the Retention process and its proce-
dures are carried out since the components and the developed work products 
should be placed under configuration for future reuse. Table 4 summarizes the 
impact of each process on the projects’ phases. 

The project phases presented in Table 4 do not represent a linear solution,  
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Table 2. AEDS pillars and processes. 

Process Goals Procedures Data Stream Project 

Data Model Tool People 

Acquisition 1. Acquire specific 
components, tools, 
etc. 
2. Buy or develop 
components, tools, 
algorithms, etc. 

See 
examples on 
Table 3 

The acquisition 
depends on the 
business model. It 
can occur for data, 
tools and people. 

Models are 
specific to each 
project, 
especially 
business ones. 
Computational 
models can be 
reused. 

Tools can be 
acquired/purchased for 
specific projects. 

People are 
needed for the 
Project and must 
be hired to form 
the Project 
teams. 

Retention 1. Configuration 
Management. 
2. Store Procedure. 

See 
examples on 
Table 3 

Data for stream 
projects cannot be 
retained, but some 
batches can be 
stored, depending 
on the business 
model. 

Models can be 
retained for later 
reuse in similar 
projects. 

Tools, acquired or 
developed for a specific 
project, may be 
retained. 

People are 
necessarily 
retained, because 
with their 
acquired 
expertise, they 
should perform 
better in future 
projects. 

Review 1. Review project 
work products, 
tools, algorithms, 
etc. 
2. Reuse. 

See 
examples on 
Table 3 

There is no review 
for data. 

Models can be 
revised, when 
starting new 
projects, to favor 
their reuse. 

Tools and components 
developed for a specific 
project can be placed 
under configuration 
management to be 
reviewed at the start of 
a new project for reuse. 

People should be 
used for future 
projects, receive 
new training and 
be promoted. 

 
Table 3. Examples of procedures associated with each process of AEDS. 

Process Procedures 

Acquisition 1. Define input acquisition criteria and mechanisms. 

2. Evaluate possible suppliers. 

3. Acquire the inputs for the project. 

4. Validate/test purchased inputs (tools, for example). 

5. Provide validated input. 

Retention 1. Identify components (project work products, tools, software, algorithms, etc.) that can be reused. 

2. Place components (developed or acquired) under a strict configuration management system. 

3. Store components for possible reuse in future projects. 

Review 1. Define review criteria (beginning and/or end of the project). 

2. Define checklists for reviews. 

3. Perform the appropriate project component reviews. 

4. Reuse components in new projects. 
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Table 4. Processes’ impact in the phases of an AP. 

AP Initiation Planning Execution Closing 

Acquisition Low impact Medium impact High impact No impact 

Retention No impact Medium Impact Medium impact High impact 

Review Low impact Medium Impact Low impact Low impact 

 
since these phases can be overlapped or can be executed in a cyclical way, espe-
cially considering the Planning and Execution phases. The activities of each 
phase must meet the organizational processes, as well as the AEDS processes, 
according to their impacts highlighted for each phase. These phases can be ap-
plied to all APs carried out by an AO that supports data stream analytics which 
is represented (high level) in Figure 1. 

A generic relation between APs, ATs and ADs is represented on the right side 
of Figure 1, meaning that, many APs can be performed by many ATs generating 
many ADs; the rest of Figure 1 exemplifies instantiations of APs being per-
formed by ATs to deliver ADs. Based on Figure 1, supposing that AEDS is used 
by an internal organization of a particular corporation that carries out analytical 
activities in retail systems. 

 

 
Figure 1. Analytical projects of an analytical organization. 

 
This organization can realize several APs regarding data stream problems at 

the same time, considering any integration and disposition of ATs. 
Specifically considering AP2, which is conducted by two teams (AT1 and 

AT2), since each of them has different specialties. AT1 acts on the acquisition 
process, data engineering and preprocessing activities; and AT2 acts on analysis 
and visualization activities, using the review and retention processes, both teams 
working according to the specifications of AP2 plan. Although the project fol-
lows the phases for its execution and also follows the AEDS processes and pillars 
to support the activities of this AO, it is not possible to determine linearity of ac-
tivities to be performed by both ATs, given that the activities can be overlapped, 
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depending on the project necessities. Regarding the delivery of the AP2, its re-
presentation as a single deliverable (AD3) does not underestimate the outcome 
of AP2 since AD3 can represent a specific algorithm, or function, to support an 
existing decision system, or it can represent the entire decision-making system 
constructed during AP2. 

Similar situations to the aforementioned example of the project AP2 may oc-
cur for the other APs represented in Figure 1. Although this representation does 
not express the unique proposal of Figure 1, it also aims to highlight the interac-
tions of APs and, by consequence, of ATs, that execute several APs in the organ-
ization to carry out its specific deliveries. 

4. Conclusions 

Of the three main properties defined for the Big Data paradigm, velocity can be 
highlighted with greater emphasis when related to the data stream. The data 
stream is strictly related to the fact that it refers to the high velocity of data 
transportation and also presents itself with a property of massive data. 

Addressing data stream corresponds to a strong relation to the Big Data para-
digm being possible to verify the proposition of the term Big Data Stream. Thus, 
when the data analysis activities are considered in the stream setting approach, it 
has also to observe specific characteristics of the Big Data paradigm, especially 
regarding data management that requires scalability, memory capacity, storage 
feasibility; in addition to computational and data intelligence models, Artificial 
Intelligence and Machine Learning algorithms. 

Specific Machine Learning models, data mining methods and tools, specific 
techniques and concepts have been reflected in data analysis tasks for the data 
stream. Data stream setting involves complex preprocessing activities and new 
algorithms for stream mining. Some evolved from batch setting models, also re-
quiring algorithms to deal with one of the most pertinent problems to stream 
setting related to concept drift. In any case, dealing with data analysis in a stream 
setting requires highly qualified professionals to orchestrate a set of complex 
tools and models to extract value from “stream” data, which can be supported by 
principles of engineering. 

All the skills, tools and models involved in data stream activities for mining 
and learning require an engineering capability to make data stream analysis 
possible and achievable. Thus, AEDS can be presented as a relevant conceptual 
framework for projects in AO that deal specifically with AP for the data stream. 
The specificity concerning these projects favors the AEDS proposition, its four 
pillars (Data, Model, Tool, People) are possibly coherent and quite relevant to 
the problem of stream management and analysis. However, the processes (Ac-
quisition, Review) may be insufficient if they are not treated as macro processes 
(or process area). The proposed processes for AEDS allow an AO to reinterpret 
them and create other processes or a set of procedures derived from them in a 
way that makes the APs and ADs of an AO viable. 
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The conceptual proposition associated with other processes can support an 
AO, considering that the four pillars proposed for AEDS are strictly related to 
the three processes; except for the pillar-process relationship referring to “data” 
and “retention”, due to the fact that data cannot be retained in its entirety, due 
to obvious issues about volume. There is also a specificity regarding the 
process-pillar “acquisition” and “models”, because some basic and commonly 
used models for data stream analysis can be acquired by an AO, but not all. Cer-
tainly, the core business or computational “model” (mining and learning) are 
not amenable to acquisition. 

To conclude, the proposition of AEDS conceptual framework, possibly 
enables Analytical Organizations to perform their Analytical Projects and also 
deliver their Analytical results, favoring data intelligence based on data stream 
setting. 
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