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Abstract 
With the rise of cloud computing in recent years, a large number of streaming 
media has yielded an exponential growth in network traffic. With the now 
present 5G and future 6G, the development of the Internet of Things (IoT), 
social networks, video on demand, and mobile multimedia platforms, the 
backbone network is bound to bear more traffic. The transmission capacity of 
Single Core Fiber (SCFs) may be limited in the future and Spatial Division 
Multiplexing (SDM) leveraging multi-core fibers promises to be one of the 
solutions for the future. Currently, Elastic optical networks (EONs) with mul-
ti-core fibers (MCFs) are a kind of SDM-enabled EONs (SDM-EON) used to 
enhance the capacity of transmission. The resource assignment in MCFs, 
however, will be subject to Inter-Core Crosstalk (IC-XT), hence, reducing the 
effectiveness of transmission. This research highlights the routing, modula-
tion level, and spectrum assignment (RMLSA) problems with anycast traffic 
mode in SDM-EON. A multipath routing scheme is used to reduce the 
blocking rate of anycast traffic in SDM-EON with the limit of inter-core 
crosstalk. Hence, an integer linear programming (ILP) problem is formulated 
and a heuristic algorithm is proposed. Two core-assignment strategies: 
First-Fit (FF) and Random-Fit (RF) are used and their performance is eva-
luated through simulations. The simulation results show that the multipath 
routing method is better than the single-path routing method in terms of 
blocking ratio and spectrum utilization ratio. Moreover, the FF is better than 
the RF in low traffic load in terms of blocking ratio (BR), and the opposite in 
high traffic load. The FF is better than the RF in terms of a spectrum utiliza-
tion ratio. In an anycast protection problem, the proposed algorithm has a 
lower BR than previous works. 

How to cite this paper: Enendu, U.O., 
Ncube, J. and Asiya, A.E. (2022) Anycast 
Transmission in Routing Modulation Level 
Spectrum Assignment (RMLSA) Problem 
on Space Division Multiplexing (SDM) 
Elastic Optical Networks (EON). Journal of 
Computer and Communications, 10, 14-44. 
https://doi.org/10.4236/jcc.2022.105002 
 
Received: April 6, 2022 
Accepted: May 28, 2022 
Published: May 31, 2022 
 
Copyright © 2022 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jcc
https://doi.org/10.4236/jcc.2022.105002
https://www.scirp.org/
https://doi.org/10.4236/jcc.2022.105002
http://creativecommons.org/licenses/by/4.0/


U. O. Enendu, et al. 
 

 

DOI: 10.4236/jcc.2022.105002 15 Journal of Computer and Communications 
 

Keywords 
Anycast, Crosstalk, Elastic Optical Networks, Multi-Core Fibers, Routing 
Modulation Level and Spectrum Assignment, Space Division Multiplexing 

 

1. Introduction 

With the rise of cloud computing in recent years, a large number of streaming 
media has yielded an exponential growth in network traffic. With the future 
5G/6G and the development of the Internet of Things (IoT), social networks, 
video on demand and mobile multimedia platforms the backbone network is 
bound to bear more traffic. At present, because of its high transmission rate and 
low energy consumption, optical fiber has replaced the coaxial cable and has be-
come the best choice for backbone networks. 

Traditional optical fiber network technology is based on Wave Division Mul-
tiplexing (WDM) technology and the used bandwidth is a fixed 50 GHz. The ef-
fective assignment of spectrum resources is limited as transmission requires a 
high-bandwidth rate [1]. In recent years, Elastic optical networks (EONs), be-
cause of their finer bandwidth 12.5 GHz (or 6.25 GHz), can provide a flexible as-
signment of spectrum resources in Space Division Multiplexing (SDM). 

1.1. Elastic Optical Network 

EONs are based on Optical Orthogonal Frequency Division (O-OFDM) Tech-
nology [1] [2] and the bandwidth can be adjusted flexibly according to demand [3]. 
Figure 1 is the architecture of EON, which is composed of Bandwidth-Variable 
Transponders (BVTs) and Bandwidth-Variable Wavelength Cross-Connects 
(BV-WXC) [2]. BVTs can adjust the corresponding bandwidth according to re-
quirements [3]; BV-WXC is used as a switch to establish a node-to-node net-
work to transmit the optical signal of BVT [3]. 
 

 
Figure 1. EON Network architecture.  
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1.2. Routing and Spectrum Assignment Configuration 

A traditional WDM network uses Routing and Wavelength Assignment (RWA). 
In EONs, the spectrum of EONs is divided into finer frequency slots (FSs) and 
the number of frequency slots required for the path configuration is appro-
priately selected according to the needs. Thus, this is also the case in Routing 
and Spectrum Assignment (RSA) [1] on EONs. Note that RSA must observe 
spectral continuity and must be adjacent to the spectrum [1] [2]. Figure 2(a) is a 
network topology (3 nodes and 2 links). If a single demand is sent from node 1 
to node 3, the number of frequency slots required is 3. In Figure 2(b), the ver-
tical axis is the index value of the frequency slot, the horizontal axis is the index 
value of the link. The frequency slot is marked white as not used, marked with 
black as used, and marked Gray as intended for use. In Link 1, the available con-
tinuous frequency slot index values are 3 to 5; in Link 2, if the continuous fre-
quency slots are allocated to positions 1 to 3, they cannot be successfully estab-
lished because it does not meet the adjacency restriction. To comply with the li-
mitation of adjacency, it should be placed in the range of frequency slots 3 to 5 
before routing can be carried out, so this requirement can be established suc-
cessfully. 

1.3. Routing Modulation Level and Spectrum Assignment  
Configuration 

With BVT, different modulation formats can be used for different needs ac-
cording to the required transmission distance, and the modulation can be 
changed. The modulation level is added to RSA and the original RSA problem 
becomes the RMLSA problem [1] [2]. When needed, after the desired path is 

 

 
(a) 

 
(b) 

Figure 2. (a) Example of flexible optical network RSA configuration. (b) RSA configura-
tion problem.  
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determined, and before determining the number of spectrum slot configuration 
requirements, select the appropriate modulation mode. The higher the modula-
tion level, the higher the number of bits that a frequency slot can transmit; the 
higher the number of frequency slots that are required to be configured, and the 
shorter the maximum transmission distance. RMLSA issues must also comply 
with the spectrum constraints on continuity and proximity [1] [2]. Choosing the 
appropriate modulation format according to the distance of the path is important, 
the higher the modulation and shorter the distance; the lesser the spectrum slots 
used. An illustration can be seen in Table 1 in the problem definition section. 

Table 1 introduces the limitation of the modulation level of the transmission 
distance [4], which is the distance required to establish the connection, the cor-
responding modulation mode, and the number of spectrum slots. 

1.4. Anycast 

With the rise of cloud computing in recent years, a large number of streaming 
media has yielded an exponential growth in network traffic and many data cen-
ters (DCs) is established. The synchronization and exchange of data between 
data centers require anycast. Therefore, the demand for anycast transmission is 
also increasing compared to multicast and broadcast. Anycast routing method is 
characterized by a single source node to multiple target nodes and only one 
connection between any target node can be established (Figure 3). This re-
quirement requires different performances according to different strategies. 

1.5. Space Division Multiplex Network (SDM) 

Due to the limitation of the transmission capacity of Single Core Fiber (SCF), 
SDM technology has been developed to overcome the limitations. At present, 
most SDMs make use of MCFs to increase transmission capacity. Therefore, 
SDM is been regarded as an important transmission technology in the future 
Technology [5]. However, in (MCFs), the most critical factor is the influence of 
Inter-Core Crosstalk (IC-XT). Signal transmission between adjacent cores may 
occur and cause IC-XT effects [6]. In the red box in Figure 4, adjacent cores use 
λ1 for transmission, which will have the effect of crosstalk between cores; in the 
green box, λ2 across cores is used for transmission, so there will be no crosstalk 
between cores. Therefore, in an SDM network, Routing, Core, and Spectrum As-
signment (RCSA) issues should not only follow continuity in addition to the li-
mitations of proximity but also avoid the effects of crosstalk between cores. 

1.6. Multipath Methods 

Single path configuration is limited by bandwidth, and it is difficult to configure 
some larger bandwidth requirements, which eventually leads to congestions and 
an increase in the blocking rate. Therefore, with O-OFDM [7] flexibility charac-
teristics, network nodes can easily adjust the demand into multiple paths, using 
the multipath method [8], making full use of spectrum resources and also effec-
tive configuration. 
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Table 1. Modulation level formula [4]. 

Demand 
Modulation 

Format 

Number of required spectrum slots Transmission 
Distance (km) 10 Gbps 40 Gbps 100 Gbps 400 Gpbs 1000 Gpbs 

BPSK 2 5 9 33 81 4000 

QPSK 2 3 5 17 41 2000 

8-QAM 2 3 4 12 28 1000 

16-QAM 2 2 3 9 21 500 

32-QAM 2 2 3 8 17 250 

64-QAM 2 2 3 7 15 125 

Modulation format: BPSK (binary phase-shift keying), QPSK (quadrature phase-shift 
keying), QAM (Quadrature amplitude modulation). 
 

 

Figure 3. Example of an anycast transmission. 
 

 

Figure 4. MCFs middle IC-XT. 
 

Suppose there is a requirement in four-node network topology, the starting 
node is A, the destination node is D, and the required bandwidth is 4 frequency 
slots. Assuming from the network diagram shown in Figure 5, the numbers in 
the parentheses on the link represent the number of frequency slots that are still 
configurable, and the number outside the parentheses represents the number of 
frequency slots configured by the path. Figure 5(a) uses a Single path configura-
tion, but because the long-dashed line (A-B-D) and short dashed line (A-C-D) of 
the path cannot meet the required bandwidth, the path cannot be configured 
and the transmission demand is blocked. Figure 5(b) uses a multi-path confi-
guration, the path with dashed-dotted lines P1 (A-B-D) and P2 (A-C-D) are 
each configured with two frequency slots. The total bandwidth of the two fre-
quency slots meets the required bandwidth, so it can be successfully configured. 
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Figure 5. (a) Single-path configuration (b) multi-path configuration. 

 
In the subsequent sections, the second section discusses and analyzes related 

documents; the third section describes the mathematical symbols, calculation 
formulas, and evaluation formulas of the research problem; the fourth section 
details the methodology used in the anycast demand transmission problems and 
candidate core selection strategies; fifth section presents the simulation results, 
further discussion, and analysis; the sixth section presents the conclusion of the 
thesis. 

2. Literature Review 

This section describes the keywords and discusses the literature related to the 
research question. 

2.1. Elastic Optical Network 

The traditional demultiplexing network divides the spectrum into 50 GHz spec-
trum segments, no matter how small the demand is, it is required to occupy a 
spectrum segment. Hence, the spectrum resources cannot be used efficiently [1]. 
For flexible optical networks, O-OFDM technology can be used in dividing the 
frequency spectrum finely, cutting the frequency spectrum into 6.25 GHz, 12.5 
GHz, 25 GHz, or 37.5 GHz. It can also be equipped with an appropriate spec-
trum slot for smaller needs [3]. In turn, the usage of spectrum resources is im-
proved. 

2.2. Routing Modulation Level Spectrum Assignment  
Configuration Problem 

In the flexible optical network, the RSA problem has become an RMLSA prob-
lem after adding the use of different modulation formats to the question. The 
RMLSA problem will select a suitable modulation format according to different 
paths and distances, then allocate the spectrum more efficiently. Literature [2], 
proposes the RMLSA algorithm to maximize the use of the best modulation 
format (MBM) in the flexible optical network. The RMLSA Algorithm of the 
best modulation format (MBM) can consolidate traffic and optical signals (traf-
fic grooming, optical grooming) and adjust the modulation format. The experi-
mental results show that MBM Algorithm and k shortest path are compared 
with ten different algorithms and the MBM bandwidth blocking ratio is relative-
ly low. 
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Literature [9] proposed two RMLSA algorithms that use modulation level 
conversion (MLC), namely path modulation level conversion (Path-MLC) algo-
rithm, and link modulation level conversion (link-MLC) algorithm. The experi-
mental results show that when the MLC threshold is not limited, Link-MLC has 
a lower blocking rate and common spectrum utilization rate; when the MLC 
threshold value is lower, there will be a higher blocking rate and fewer spectrum 
resources will be occupied. In addition, the Path-MLC method saves resources 
compared to Link-MLC. 

2.3. Anycast 

With the rise of cloud computing in recent years, a large number of streaming 
media has yielded an exponential growth in network traffic and data centers 
(DC). Many DC has been established, and data synchronization and exchange 
between data centers need to be performed by anycast. Therefore, the demand 
for anycast transmission is becoming more and more important. In literature 
[10], the situation of anycast demand and unicast demand in the flexible optical 
network is studied. 

Then in literature [11], a multi-path protection algorithm was further pro-
posed. While using multi-path transmission, if one of the paths fails, the protec-
tion ratio set by the other paths can still be used to ensure the information 
transmitted by the original failed path can be transmitted from other paths  

2.4. Space Division Multiplex Network 

Due to the rise of webcasting and audiovisual streaming-related applications in 
recent years, Internet traffic has grown rapidly. The transmission capacity of 
single-core optical fibers may not be able to cope with the huge amounts of traf-
fic. Space Division Multiplexing (SDM) technology currently includes sin-
gle-mode fiber bundles, multi-core fibers (MCFs), few-mode multi-core fibers 
(FM-MCFs), and photonic crystal fibers (photonic bandgap fibers) [12] and is 
considered one of the solutions. 

Most of the current research use MCFs to implement SDM Networks, but in-
ter-crosstalk (IC-XT) has a great impact on the transmission of MCFs. in the li-
terature [13], three methods to deal with IC-XT are proposed. 
• XT-avoid: Try to avoid using spectrum slots with the same serial number 

between adjacent cores in an optical fiber link, and at the same time allocate 
FS and cores to different transmission requests. 

• XT-WC: Taking into account the crosstalk between cores, make the maxi-
mum limit configuration. 

• XT-aware: Accurate calculation of crosstalk between cores on the same fre-
quency slot on the same link in adjacent cores 

In literature [14], the RSA algorithm for anycast demand in the SDM flexible 
optical network was proposed. This algorithm will be used to compare with the 
algorithm proposed in this paper. 

Routing Core Spectrum Assignment Configuration 
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In literature [6], a method of predefining the priority of core selection is pro-
posed, which sorts the cores while avoiding the occurrence of crosstalk between 
cores in MCFs. However, if the method is applied to multi-core fibers with seven 
cores, the result is an out-of-the-core sequence of 1 – 3 – 5 – 4 – 6 – 2 – 7. The 
assigned priority core selection strategy proposed in this paper will also use this 
order to achieve the purpose of reducing crosstalk between cores. 

Literature [15] uses the Connected Component Labelling (CCL) algorithm in 
the field of image processing to solve the Routing, Core, and Spectrum Assign-
ment (RCSA) problem. The CCL algorithm is characterized by lower time com-
plexity, and it can have a good effect when compared with a smaller topology or 
lower network traffic. 

In [16], the RCSA algorithm crosstalk-aware in MCFs is proposed, which are 
First-Fit (FF) Crosstalk-Aware Routing, Core, and Spectrum Assignment (FF- 
CA-RCSA) and Random-Fit (RF) Crosstalk-Aware Routing, Core, and Spectrum 
Assignment (RF-CA-RCSA). The simulation results confirm that FF-CA-RCSA 
is better in terms of blocking rate and spectrum utilization. 

Literature [17], Use Auxiliary Graph (AG) for traffic grooming and proposes 
the RCSA algorithm, and proposes five strategies Maximal Electrical Grooming 
(MEG), Maximal Optical Grooming (MOG), Maximal Space Grooming (MSG), 
Minimize Virtual Hops (MVH), and Minimize Physical Hops (MPH). The si-
mulation results show that MPH has the lowest blocking rate, MEG saves the 
most use of transponders, and MSG uses the fewest cores for demand. 

2.5. Routing Modulation Level Core Spectrum Assignment 

Literature [18], proposed the Distance Adaptive Routing, Core and Spectrum 
Assignment (DA-RCSA). The algorithm selects the appropriate modulation level 
according to the path distance and then selects the core for spectrum slot confi-
guration. The simulation results confirmed that because DA-RCSA uses differ-
ent modulation formats, compared with the First-Fit Routing Core and Spec-
trum Assignment (FF-RCSA) algorithm with only a single modulation Format, 
the blocking rate is lower and the frequency spectrum usage rate is higher. 

Literature [19], designed the optical transmission network of MCFs, trying to 
calculate the worst transmission distance of the optical signal under different 
modulation formats, and according to the Routing, Modulation format, Core, 
and Spectrum Assignment (RMCSA) problem design Integer Linear Program-
ming (ILP) model and Simulated Annealing (SA) heuristic algorithm. The expe-
rimental results show that the effect of crosstalk between cores of the long-distance 
continental backbone network is more obvious, the maximum number of cores 
should be reduced to 12. This enables the performance of multi-core fiber to be 
utilized effectively. 

Literature [20], in response to the problem of spectrum fragmentation due to 
different sizes on flexible optical networks, the paper proposes a crosstalk-aware 
Multi-Core Virtual Concatenation (MCVC) method to avoid fragmentation. 
Experimental results confirmed that in terms of blocking rate or spectrum utili-
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zation, MCVC Performance is better than Single-Core Virtual Concatenation 
(SCVC). 

2.6. Multipath 

Literature [8], considering the problem of multi-path transmission on the flexi-
ble optical network, and Hybrid Single/Multi-path Routing-Online Path Com-
putation, (HSMR-OPC) core virtual concatenation (SCVC) algorithm is pro-
posed. Algorithm and experimental results show that the multi-path method can 
reduce the blocking rate. 

Literature [21] proposed the use of survivable multipath provisioning with 
content connectivity (MPC) RMLSA algorithm that adds content connectivity to 
the requirements. Note that, content links make the request more important and 
weighted, which can reduce the blocking rate. Compared with traditional pro-
tection methods, the results show that MPC has better performance. 

3. Problem Definition 

This section defines and describes the research symbols and problem. 

3.1. Equation Definition 

Mathematical models were used to propose an algorithm for this problem. The 
following is the symbol definition and description: 
• ( ), ,G V E D : Denotes an EON network topology graph (G), where, (V) 

represents the Node set, (E) the link set, and link length function (D). 
• Ranycast: A set of anycast requirements, where ( ), ,i i i ir s d b  represents anycast 

demand, which is composed of the start node ( is V∈ ), the destination node 
( id V∈ ), and the bandwidth required (bi). di consists of { }1 2, , ,i i iad d d , 
where a represents the number of anycast destination nodes. 

• C: The set of candidate cores. 
• FS: Frequency Slots. 
• XTThreshold: The threshold of crosstalk between cores. 

• 
( ) ( ) ( ) ( ) ( ) ( ) ( ){

( ) ( ) ( ) }
1

1 2 1 2
, , , , , , ,

1 2
, , ,

, , , , , , , , ,

, , , ,

i i i i i i i i i i i i i i

i i i i i ia

anycast k k
s d s d s d s d s d s d s d

k
i ias d s d s d

p p p p p p p

p p p s d

=

≠

  



: Anycast candidate 

path set ( ( )1
,i is dp ), among them ( ( )1

,i is dp ) It represents the jth candidate path 

from the starting node (si) to the destination node (dia) ( 1,2, ,z a=  ). 
• m = {BPSK, QPSK, 8QAM, 16QAM, 32QAM, 64QAM}: A set of modulation 

modes, where m represents the modulation level of different modulation 
modes, corresponding to the modulation mode in set m {1, 2, 3, 4, 5, 6}. 

• X: The number of multi-path branches upper limit, used to compare the 
performance of the algorithm in different X. 

3.2. Modulation Level Equation 

From the modulation mode generated {BPSK, QPSK, 8-QAM, 16-QAM, 32-QAM, 
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64-QAM, the capacity of a spectrum slot corresponds to {12.5, 25, 37.5, 50, 62.5, 
75} Gbps generated according to Equation (1). FS is the number of spectrum 
slots, BWsd is the bandwidth required from the source node s to the destination 
node d, Cf is the basic modulation level corresponding to the bandwidth, m is 
the modulation level, and GB sets a spectrum slot for the protection bandwidth. 

sd

f

BW
FS GB

C m
 

= +  × 
.                       (1) 

3.3. Crosstalk Calculation Equation and Threshold 

This section introduces the threshold value [22] and equation [24] for calculat-
ing crosstalk between cores. In Equation (2), h represents the average crosstalk 
per unit length, κ is the coupling coefficient, R is the bending radius, β is the 
propagation constant, Λ is the distance between cores. XT in Equation (2) 
represents the average XT, n Is the number of adjacent cores and L is the length 
of the fiber. 

22 k Rh
β
⋅ ⋅

=
⋅Λ

                           (2) 

[ ) )
[ ) )

exp 1 2
1 exp 1 2
n n n h L

XT
n n h L

− ⋅ − + ⋅ ⋅ ⋅
=

+ ⋅ − + ⋅ ⋅ ⋅
                 (3) 

The threshold value is set to −30 dB. When the crosstalk value is higher than 
−30 dB, the transmission is easier to block. Therefore, many studies set the 
threshold value roughly at −30 dB. 

3.4. Evaluation Equation 

The following two evaluation equations are used to determine the effectiveness 
of the algorithm: 

1) Blocking Rate (BR): 
Represents the ratio of the total number of unsuccessfully established re-

quirements to the total number of requirements rate. 

total number of blocked requests
total number of requirements

XT =  

2) Spectrum Utilization Rate (SUR): 
Represents the ratio of the total number of used frequency slots occupied by 

the demand to the ratio of the total number of frequency slots. 

total number of used frequency slots
total number of frequency slots

SUR =  

4. Heuristic Algorithm 

In this chapter, the problem of anycast demand transmission is explained, and 
the proposed RMLSA-M algorithm method is explained in section 4.1; section 
4.2 is the flow chart of the single path of the RMLSA-M algorithm; section 4.3 is 
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the RMLSA-M flow chart of the multi-path part of the algorithm; Section 4.4 
describes the candidate core selection strategy for the research problem; Section 
4.5 uses the RMLSA-M algorithm in a unicast example; Section 4.6 describes the 
process of using the RMLSA-M algorithm in an anycast example. 

4.1. RMLSA-M Algorithm 

This research proposes the need for anycast transmission in routing modulation 
level, spectrum assignment with multipath (RMLSA-M) problem on SDM- 
EON’s MCFs, with a proposed RMLSA-M algorithm to simulate and get results. 
If the multipath stage is not included, then for Routing, Modulation Level, Spec-
trum Assignment with Single Path (RMLSA) only, is used to compare with the 
Routing, Modulation Level, Spectrum Assignment with Multi-path (RMLSA-M) 
algorithm. 
 
Algorithm: Routing Modulation Level Spectrum Assignment - Multipath 

Input: Network topology ( ), ,G V E D , demand set ( ), ,i i i ir s d b  in Ranycast. 

Output: demand set ( ), ,i i i ir s d b  in Ranycast established.  

1: for each demand 
2: Construct and compute the KSP algorithm 
3: Sort path in ascending order of j 
4:  For the single path: select required parameters in descending order and calculate 
 the required FS 
5:  If the spectrum space can be configured 
6:     Configure the selected path combination, modulation mode FS, and core 
7:  else 
8:     if the core limit is not exceeded 
9:      Change to the next core and compute the single path 
10:     else 
11:       Confirm that the upper limit of the path is not exceeded 
12:     If the upper limit of the path is not exceeded 
13:      Change to the next core and compute the single path 
14:     else 
15:      end for 
16:  For the Multipath: select the required parameters in descending order, calculate the 
 required FS 
17:  If the spectrum space can be configured according to the core selection strategy 
18:     Configure the selected path combination, modulation mode FS, and core 
19:  else 
20:     If the core limit is not exceeded 
21:      Change to the next core and compute the single path 
22:     else 
23:       Confirm that the upper limit of the path is not exceeded 
24:     If the upper limit of the path is not exceeded 
25:      Change to the next core and compute the single path 
26:     else 
27:  end for 

https://doi.org/10.4236/jcc.2022.105002


U. O. Enendu, et al. 
 

 

DOI: 10.4236/jcc.2022.105002 25 Journal of Computer and Communications 
 

4.2. Algorithm: RMLSA-M 

Input: network topology ( ), ,G V E D , Number of anycast destination nodes a, 
anycast demand set Ranycast, core set C, crosstalk upper limit XTThreshold, multipath 
upper limit X. 

Step 1: Set the core selection strategy. 
Step 2: The demand set ( ), ,i i i ir s d b  in Ranycast are sorted in descending order 

of bandwidth demand. 
Step 3: Use the k-shortest path algorithm [23] to generate the path and set 
( )

,i i

anycast
s dp  for each demand. (Initial ( )

,i i

anycast
s dp = ∅ , the first path generated to the 

destination node d1 is ( )
1

1
,i is dp , to the kth path 

( )
1,i i

k
s dp

, and then the corresponding 
nodes da produce k paths,  

( ) ( ) ( ) ( ) ( ) ( ) ( ){
( ) ( ) ( ) }

1

1 2 1 2
, , , , , , ,

1 2
, , ,

, , , , , , , , ,

, , , ,

i i i i i i i i i i i i i i

i i i i i ia

anycast k k
s d s d s d s d s d s d s d

k
i ias d s d s d

p p p p p p p

p p p s d

=

≠

  



  
Step 4: Select the shortest path ( )

,i ia

j
s dp  from the set ( )

,i i

anycast
s dp  (the set ( )

,i i

anycast
s dp  

is sorted in ascending order (from short to long), j = 1, 2, …, 3k. 
Step 5: For Single path: First, select the shortest path ( )

,i ia

j
s dp , determine the 

distance, and start selecting the modulation level m, arranging m in descending 
order (from highest to lowest Si, dia), calculate the required FS, confirm whether 
the spectrum space can be configured, and then configure according to the core 
selection. 

Step 5.1: If yes, then confirm if the XT generated with the configured path will 
not exceed the upper limit. 

1) If yes, go to step 7. 
2) If not, go to step 5.2. 
Step 5.2: If not, confirm if the core limit is not exceeded. 
1) If yes, change to the next core according to the core selection strategy and 

repeat step 5. 
2) If not, confirm that the upper limit of the path is not exceeded. 
a) If yes, change to the next path and repeat step 5. 
b) If not, end the loop of single-path configuration and go to step 6. 
Step 6: For Multipath: Sort ( )

,i i

anycast
s dp , first, select the shortest path ( )

,i ia

j
s dp , de-

termine the distance, and start selecting the key. Change the modulation mode 
m, arranged in descending order (from highest to lowest), calculate the required 
FS, and confirm if the spectrum space can be configured according to the core 
selection strategy, also confirm if the core can be configured. 

Step 6.1: If yes, then confirm if the XT generated with the configured path will 
not exceed the upper limit. 

1) If yes, determine the path, core, and modulation mode, then calculate how 
much FS is needed. 

a) If FS is still required to be 0, go to step 7. 
b) If FS is still not 0, confirm if it does not exceed the multipath upper limit X. 
i) If yes, confirm if the upper limit of the path has been exceeded. 

If yes, add a path ( )1
,i ia

j
s dp +  and repeat step 6. 
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If not, the demand will be marked as blocked 
ii) If not, the demand will be marked as blocked. 
2) If not, confirm if the core limit is not exceeded. 
a) If yes, change to the next core according to the core selection strategy and 

repeat step 6. 
b) If not, confirm if the upper limit of the path is not exceeded. 
i) If yes, change the first path to ( )1

,i ia

j
s dp + , and repeat step 6. 

ii) If not, mark the demand as blocked. 
Step 6.2: If not, confirm if the core limit is not exceeded. 
1) If yes, change to the next core according to the core selection strategy and 

repeat step 6. 
2) If not, confirm if the upper limit of the path is not exceeded. 
a) If yes, change the first path to ( )1

,i ia

j
s dp + , and repeat step 6. 

b) If not, mark the demand as blocked. 
Step 7: Finally, configure the selected path combination, modulation mode FS, 

and core for ri, and change to the next ri. 

4.3. Single Path Flow Chat 

The flow chart of Single-path transmission is shown in Figure 6; 

4.4. Multipath Flow Chat 

The flow chart of multi-path transmission is shown in Figure 7; 
 

 

Figure 6. Single-path Flow chart. 
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Figure 7. Multipath configuration flow chart. 

4.5. Core Selection Strategy 

This research and other studies use 7-core multi-core fiber. In terms of avoiding 
crosstalk problems, this paper uses two core selection strategies: 
• First-Fit (FF): According to [6], to avoid crosstalk, non-adjacent cores will be 

selected first when core selection is required, according to 1 → 3 → 5 → 4 → 6 
→ 2 → 7, selected in order (Figure 8). 

• Random-Fit (RF): Compared with First-Fit, Random-Fit selects 7 cores ran-
domly during each core selection phase. 

4.6. Unicast Example 

As shown in Figure 9, when the demand R (1, 10, 980) arrives, through the 
k-shortest path algorithm [23], the candidate path (k = 3) found is [1] [8] [9] [10] 
with the distance 7800, the distance of [1] [7] [8] [10] is 9000, and the distance of 
[1] [3] [6] [10] is 8700. The candidate paths are stored in Psi, di according to the  
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Figure 8. First-Fit sequence diagram of core selection strategy. 
 

 

Figure 9. Example of unicast transmission. 
 

distance from the smallest to largest, select the shortest path solid line [1] [8] [9] 
[10], and then select the modulation mode to calculate the required number of 
FS according to the distance of the selected path 7800. Then according to the 
order of candidate cores (C), select the first candidate core (core 1). If the core 
has available frequency slot resources, continue to check that the FS range to be 
configured is in the adjacent core (2, 6, 7). If there is an FS occupied and if the 
used FS is found in the FS range of core to be configured (core 2), it means that 
crosstalk will occur. The adjacent numbers are accumulated until all adjacent 
cores are checked. If this condition does not occur in the cores (2, 6, 7), the 
number of adjacent cores is 0. Then substitute the number of neighbors and the 
length of the path into formula (2) to obtain the XT value and judge by the set 
threshold value. If the threshold value is not exceeded, the configuration is per-
formed, and the requirement is successfully established. 

If all paths ( ) ( )1
, ,~

i i i i

k
s d s dp p  cannot be established, then perform multipath con-

figuration. Select the path according to the above method and calculate the FS. If 
there is space (for example, bandwidth 300), it can be configured. If the XT value 
does not exceed the threshold value, subtract the configured bandwidth (980 - 
300) from the required bandwidth, and select the next long dashed line [1] [3] 
[6] [10] to repeat the above actions until the required frequency returns to zero, 
then the demand is successfully established. If the selected path has exceeded the 
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multipath upper limit X, and the required bandwidth still cannot be returned to 
zero, it needs to be blocked. 

4.7. Anycast Example 

As shown in Figure 10, anycast demand R(1, {10, 11, 14}, 980) arrives, the 
k-shortest path algorithm is performed on each destination node, and the desti-
nation node 10 (k = 3) is found; The candidate path is [1] [8] [9] [10] with a dis-
tance of 7800, and [1] [7] [8] [10] with a distance of 9000, also [1] [3] [6] [10] 
with a distance of 8700; for the destination node 11 (k = 3); The candidate path 
found is [1] [2] [4] [11] with a distance of 7500, and [1] [8] [9] [11] [12] with a 
distance of 8100, also [1] [8] [9] [11] [13] with a distance of 8400; The candidate 
path found for the destination node 14 (k = 3) is [1] [8] [9] [13] [14] with a dis-
tance of 7200, and [1] [8] [9] [12] [14] with a distance of 7500, then [1] [5] [6] 
[7] [8] [14] with a distance of 13,500. The candidate paths are stored in ( )

,i i

anycast
s dp  

according to the distance in ascending order (from the smallest to the largest). 
Therefore, the first selected path is the solid line [1] [8] [9] [13] [14], and the 
following is the same as the unicast content. 

In the multi-path stage, the path is also selected according to the candidate 
path. If [1] [8] [9] [13] [14] does not meet the demand, the dotted line [1] [2] [4] 
[11] is selected as the second path, and so on, and the following is the same as 
the unicast content. 

5. Simulation Results 

In this section, examples of the Unicast and anycast experiment is illustrated and 
simulation experiments are conducted on the proposed RMLSA-M algorithm. 
The simulation environment is introduced and parameters presented. 

5.1. Simulation Environment 

The experiment environment of this work was performed on a computer with 
windows 10, Intel i7-2600, CPU 3.4 GHz, and RAM of 16 GB operating system, 
using python programing language, through commonly used simulation net-
work topology NSFNet (Figure 11) and Pan-European-COST-239 (Figure 12) 
evaluates the effectiveness and performance of the proposed method. 
 

 

Figure 10. Example of an anycast transmission. 
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Figure 11. NSFNET Topology. 
 

 

Figure 12. Pan-European-COST-239 Topology. 

5.2. Simulation Parameters 

There is a two-way link between NSFNet and any node In the Pan-European- 
COST-239 topology, and the distance of the link is in kilometers (km). In the 
multi-path part of the NSFNet topology, 100 - 1600 static requirements are ran-
domly generated, and in the multi-path part of the COST-239 topology, increase 
the randomly generated static requirement to 200 - 3200, to enhance the execu-
tion of each requirement. The performance is compared with the average result 
of ten executions. The demand of anycast will randomly generate a different des-
tination node, a contains 1, 2, 3, 4, 5 (a = 1, which means unicast transmission). 
This research presents a to 3. The frequency slot (FS) has a bandwidth of 12.5 
GHz, and the required bandwidth requirements range from 10 Gbps to 1000 
Gbps. The number of candidate paths k includes 3, 5, and 7. The candidate path 
k in the single-path mode is preset to 3, and the candidate path k in the mul-
ti-path mode is preset to 3. The Multipath upper limit X contains 1, 2, 3, 5, 10, 
and the default is 10. Modulation formats include BPSK, QPSK, 8 QAM, 16 
QAM, 32 QAM, and 64 QAM, the number of cores is 7, and the parameters for 
calculating crosstalk between cores are set as follows in the paper [24]: 
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The Coupling coefficient, (κ) is 4 × 10−4, the bending radius (R) is 0.05 m, the 
propagation constant, (β) is 4 × 106 1/m, and the distance between cores (core 
pitch, Λ) is 4 × 10−5 m, the threshold of crosstalk between cores is −30 dB, and 
the number of frequency slots in each core is 160. 

5.3. Simulation Results 

The performance is compared with the average result of ten executions. 
1) Comparison of the number of different candidate paths (k value) of 

RMLSA-M on NSFNet 
In Figure 13(a), the X-axis is the number of demands, and the Y-axis is the 

blocking rate. In Figure 13(b), the X-axis is the k value of the number of candi-
date paths, and the Y-axis is the execution time. Here, set the k values of the 
number of different candidate paths for the RMLSA-M algorithm (k = 3, 5, 10), 
using the FF core selection strategy. Compare whether the increase in the num-
ber of candidate paths on the topological graph NSFNet can improve the effi-
ciency. The results show that in the case of low traffic (100 - 800), the more can-
didate paths, the lower the blocking rate; but in the case of high traffic (900 - 
1600), the number of candidate paths does not have much impact on the block-
ing rate. (Due to similar experimental results when 900 - 1600 is required, this 
article only shows the results of 100 - 800 demand). As the number of candidate 
paths increases, the execution time also increases, which is roughly proportional. 

2) Comparison of the number of the different destination nodes (a value) 
of RMLSA-M on NSFNet 

Figure 14(a) shows X-axis as the number of demands, and the Y-axis as the 
blocking rate. Figure 14(b), X-axis is the number of destination nodes a value, 
Y-axis is the execution time. Here, the number a, of different destination nodes 
is set for the RMLSA-M algorithm (a = 2, 3, 4, 5), using the FF core selection 
strategy. An increase in the number of destination nodes on the NSFNet topo-
logical graph, shows a decrease in the blocking rate, an increase in the execution 
time, and an increase in the number of candidate paths. 

 

 
(a) 
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(b) 

Figure 13. (a) Under the crosstalk threshold value of −30 dB between cores, compare the 
blocking rate of the number of different candidate paths (k value). (b) Time analysis of 
the number of different candidate paths under the threshold of −30 dB for crosstalk be-
tween cores. 

 

 
(a) 

 
(b) 

Figure 14. (a) Under the crosstalk threshold value of −30 dB between cores, compare the 
blocking rate of different destination nodes (a value). (b) Crosstalk threshold between 
cores −30 dB, the number of different destination nodes, the number of different destina-
tion nodes a value. 
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3) Comparison of RMLSA-M’s different multipath upper limit X on 
NSFNet 

Figure 15(a), the X-axis is the number of demands, and the Y-axis is the 
blocking rate. In Figure 15(b), X-axis is the upper limit of the multi-path, Y-axis 
is the execution time. Here, different multipath upper limits (X = 0, 1, 2, 10) are 
set for the RMLSA-M algorithm, using FF core selection strategy, and X = 0 
means that RMLSA-M uses the single-path algorithm. Compare if an increase in 
the upper limit of the multipath on the NSFNet topological graph can increase 
the performance. The results show that at a low flow rate of 100 - 800, an in-
crease in the upper limit of multipath does have a lower blocking rate. Also, at 
high traffic 900 - 1600, the impact of the upper limit of multipath on perfor-
mance is minimal. (Due to similar experimental results when 900 - 1600 is re-
quired, this article only shows the results of 100 - 800 demand). The execution 
time of a multi-path is more than twice that of a single path, and the execution 
time only rises slightly as the upper limit X rises. It is recommended to use 2. 
The need for more than one additional multipath is very small, so even if the 
upper limit is increased, the calculation time will not increase significantly. 

4) Comparison of RMLSA-M anycast traffic and unicast traffic on 
NSFNet 

In Figure 16(a), the X-axis is the number of demands, and the Y-axis is the 
blocking rate. In the case of unicast traffic for the heuristic algorithm proposed, 
the two core selection strategies (FF and RF) are used. Comparing the difference 
between flows in Unicast and Anycast on NSFNet topology, since anycast can 
select multiple destinations, the characteristics of the nodes are lower than those 
of RMLSA-M-FF-uni and RMLSA-M-RF-uni. In addition, in the case of low 
traffic (100 - 800), the blocking rate of RMLSA-M-FF is lower than that of 
RMLSA-M-RF and in the case of higher traffic (900 - 1600), the opposite is true. 
It can be judged that in anycast traffic, the higher the traffic, the more the core, 
and the lower the impact of crosstalk. 

 

 
(a) 
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(b) 

Figure 15. (a) Under the crosstalk threshold value of −30 dB between cores, compare the 
blocking rate of different multipath upper limit X. (b) Time analysis of different multi-
path upper limit X under the crosstalk threshold of −30 dB between cores. 

 

 
(a) 

 
(b) 

Figure 16. (a) Comparison of the blocking rate of unicast traffic and anycast traffic under 
the crosstalk threshold between cores −30 dB. (b) Under the crosstalk threshold of −30 dB. 
The comparison of the core spectrum utilization rate between unicast and anycast under 
the condition that the number of requirements is 1600. 
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In Figure 16(b), the X-axis is the core index value, and the Y-axis is the spec-
trum utilization rate. Under the condition that the demand is 1600, compare the 
spectrum utilization rate of the algorithm proposed on the topology of NSFNet 
in unicast traffic and anycast traffic. It can be observed that using, First-fit (FF) 
or Random-fit (RF) core selection strategy with the algorithm proposed there is 
a slightly higher spectrum utilization rate for anycast traffic than unicast traffic. 

5) Comparison of RMLSA-M and ARSCA-SP on NSFNet 
In Figure 17(a), the X-axis is the number of demands, and the Y-axis is the 

blocking rate. ARSCA-SP uses a single path method for the paper [14]. The any-
cast RSA algorithm of the United States does not take into account the different 
modulation formats. With the two core selection strategies, and the heuristic al-
gorithm proposed in the article, compare if the algorithm has better perfor-
mance on NSFNet topological graph. As the number of demands increases, the 
blocking rate also increases. However, RMLSA-M-FF and RMLSA-M-RF use 
different modulation modes and multi-path methods, they have a significantly 
lower blocking rate than ARSCA-SP. 

In Figure 17(b), the X-axis is the core index value, and the Y-axis is the spec-
trum utilization rate. Under the condition that the number of requirements is 
1600, compare the spectrum utilization rate of each core of the algorithm pro-
posed in this paper on the topology NSFNet and the single-path RSA algorithm. 
The core index values are arranged in the order of the priority to which they will 
be assigned using the FF core selection strategy. Therefore, taking the observed 
spectrum utilization rate in descending order (highest to lowest) as the core 1, 3, 
5, 4, 6, 2, 7, the RMLSA-M-FF has a higher spectrum utilization rate than 
ARSCA-SP. And in RF core selection strategy, the RMLSA-M-RF, a new se-
quence of candidate cores will be generated for each requirement, and then cores 
will be selected. This result shows that the spectrum usage of each core is rela-
tively evenly distributed. In particular, Core 7 has a much higher spectrum utili-
zation rate than the other two, because the random assignment can have a fairer 
distribution under high traffic. 

 

 
(a) 
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(b) 

Figure 17. (a) Under the threshold of −30 dB for crosstalk between cores, compare the 
blocking rate of single path and multipath. (b) The crosstalk threshold value of −30 dB 
single-path and multi-path comparison of core spectrum utilization rate under the condi-
tion that the number of requirements is 1600. 

 
6) Comparison of RMLSA-M and ARSCA-SP on COST239 
Figure 18(a) indicates X-axis is the number of requirements or demands and 

the Y-axis is the blocking rate. ARSCA-SP uses a single path method for this re-
search [15]. Anycast RSA algorithm of RMLSA-M-FF, RMLSA-M-RF, does not 
take into account different modulation formats. The heuristic algorithms pro-
posed in this research using these two core selection strategies; First-fit (FF) and 
Random-fit (RF) respectively. Compare whether the algorithm proposed in this 
paper has a better effect on the topological map COST239. As the number of 
demands increases, the blocking rate also increases while RMLSA-M-FF and 
RMLSA-M-RF because of the use of different modulation modes and the use of 
multi-path methods, there is a significantly lower blocking rate than ARSCA-SP. 

In Figure 18(b), X-axis is the core index value, Y-axis is the spectrum usage 
rate. Under the condition that the number of requirements is 3200 in this situa-
tion, compare the frequency of each core of the single-path RSA algorithm and 
the algorithm proposed in this research on the topology. In the frequency spec-
trum utilization rate of each core of the algorithm, the core index values are as-
signed according to First-fit (FF) core selection strategies. Therefore, it can be 
observed that the spectrum utilization rate goes from high to low for cores 1, 3, 
5, 4, 6, 2, 7, and in contrast to NSFNet. What this proposes is the spectrum usage 
rate of RMLSA-M in this research is lower than ARSCA-SP. Use Random-fit 
(RF) RMLSA-M-RF for the core selection strategy, since a new sequence of can-
didate cores will be generated for each requirement, and then the cores will be 
selected, the result shows that the spectrum utilization rate of each core is rela-
tively even. Also, in RMLSA-M’s from the perspective of the low blocking rate, 
the method proposed will have higher spectrum utilization efficiency in a net-
work topology with more links. 
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(a) 

 
(b) 

Figure 18. (a0 Under the threshold value of −30 dB for crosstalk between cores, compare 
the blocking rate of single path and multipath. (b) Crosstalk threshold value −30 dB Sin-
gle-path and multi-path comparison of core spectrum utilization rate under the condition 
that the number of requirements is 3200. 

 
7) Comparison of RMLSA-M anycast traffic and unicast traffic on 

COST239 
Figure 19(a) shows that X-axis is still the number of requirements, and Y-axis is 

the blocking rate. RMLSA-M-FF-uni and RMLSA-M-RF-uni are the heuristic algo-
rithm proposed in this paper in the case of unicast traffic, First-fit (FF) is used fol-
lowed up respectively with Random-fit (RF) two core selection strategies. The dif-
ference between the amounts is compared using unicast and anycast transmission 
on COST239 topology. It can be noticed that RMLSA-M- FF are RMLSA-M-RF are 
similar to NSFNet because of anycast. The characteristics of multiple destination 
nodes can be selected, which are lower than RMLSA-M-FF-uni and RMLSA-M- 
RF-uni blocking rates. The difference is that under unicast traffic, the blocking 
rate of RF is higher. If the interruption rate is low, it is judged that anycast 
transmission is more likely to generate inter-core crosstalk according to a fixed 
core sequence when there are more links to provide path selection. In addition, 
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because COST239 has more links, the blocking rate of the same requirement is 
lower than in NSFNet. 

In Figure 19(b), the X-axis is the core index value, and the Y-axis is the spec-
trum usage. RMLSA-M-FF-uni and RMLSA-M-RF-uni are the heuristic algo-
rithms proposed in this paper in the case of unicast traffic. Under the condition 
that the number of requirements is 3200, compare the spectrum utilization rate 
of the algorithm proposed in this research for unicast traffic and anycast traffic 
on the topology map COST239. Quite on the contrary from NSFNet, it can be 
observed that regardless of the priority allocation First-fit, (FF) or Random-fit 
(RF) core selection strategies, the spectrum utilization rate of unicast traffic is 
higher than that of anycast traffic. In combination with the lower blocking rate 
of anycast traffic, it shows that anycast transmission is more efficient in using 
the spectrum utilization rate when there are more links to choose from and the 
utilization efficiency will be relatively higher. 

 

 
(a) 

 
(b) 

Figure 19. (a) Comparison of the blocking rate of unicast traffic and anycast traffic under 
the crosstalk threshold between cores −30 dB. (b) Crosstalk threshold value −30 dB, the 
comparison of core spectrum utilization rate between unicast and anycast under the con-
dition that the number of requirements is 3200. 
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8) Comparison of the number of different candidate’s path k of RMLSA- 
M on COST239 

Figure 20(a), the X-axis is the number of requirements, and the Y-axis is the 
blocking rate. Figure 20(b), the X-axis is the number of candidate paths k, 
Y-axis is the execution time. Here, the number of different candidate paths k is 
set for the RMLSA-M algorithm (k = 3, 5, 10), so that the first-fit (FF) core selec-
tion strategy is used. Compare the number of candidate paths k on the COST239 
topology if an increase in the number can improve performance. The results 
show that at the traffic of (100 - 2800), in the case of more number of candidate 
paths, the lower the blocking rate. However, at the higher traffic (2900-3200), the 
greater the number of candidate paths, the higher the blocking rate. This judg-
ment is based on the topology of more links, the more the candidate paths, the 
higher the traffic occurs. On the contrary, subsequent demand will not get 
enough links to form the path and hence, will be blocked. (Due to the actual 

 

 
(a) 

 
(b) 

Figure 20. (a) Under the crosstalk threshold value of −30 dB between cores, compare the 
blocking rate of the number of different candidate paths k. (b) Time analysis of the num-
ber of different candidate paths k under the threshold of −30 dB for crosstalk between 
cores.  
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demand for 100 - 2000, the test results are too similar, so this research only 
shows the results of the 2100 - 3200 requirements). The execution time is the 
same as the previous data, as the number of candidate paths increases, the ex-
ecution time also increases, showing a proportional relationship. 

9) Comparison of the number of the different destination nodes (a value) 
of RMLSA-M on COST239 

In Figure 21(a), The X-axis is the number of requirements, and the Y-axis is 
the blocking rate. In, Figure 21(b) X-axis is the number of destination nodes a, 
and the Y-axis is the execution time. Here, the number of different destination 
nodes a, for the RMLSA-M algorithm is set to (a = 2, 3, 4, 5) and the first-fit (FF) 
core selection strategy is used. Compare the destination node on the COST239 
topological graph, does the increase in number have an impact? Similar to 
NSFNet, the results show an increase in the number of destination nodes will 
 

 
(a) 

 
(b) 

Figure 21. (a) Under the threshold value of −30dB for crosstalk between cores, compare 
the blocking rate of different destination nodes a. (b) Time analysis of the different desti-
nation nodes a, under the threshold value of −30 dB for crosstalk between cores. 
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result in a low blocking rate. (Because the experimental results at 100 - 1600 re-
quirements are too similar, this thesis only shows the result of 1700 - 3200 re-
quirements). In addition, if anycast requires more than 4 destination nodes, the 
blocking rate is roughly the same after the traffic (3000) This can be considered 
that under extremely high traffic, the anycast demand of more than 4 destination 
nodes is not advantageous. The execution time is also similar to the previous 
data, an increase in the number of destination nodes also increases the execution 
time. 

10) Comparison of RMLSA-M different multipath upper limit X on 
COST239 

Figure 22(a), The X-axis is the number of requirements, and the Y-axis is the 
blocking rate. In Figure 22(b), X-axis is the upper limit of multipath X, Y-axis Is 
the execution time. Here, different multipath upper limits (X = 0, 1, 2, 10) are set 
for the RMLSA-M algorithm and first-fit (FF) core selection strategy is used, 
when X = 0 RMLSA-M uses the single-path algorithm. 

 

 
(a) 

 
(b) 

Figure 22. (a) Under the threshold of crosstalk between cores −30 dB, compare the 
blocking rate of different multipath upper limit X. (b) Time analysis of different multi-
path upper limit X under the threshold of crosstalk between cores −30 dB. 
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Compare whether an increase in the upper limit of the multipath on COST239 
topology can increase the performance? The results are shows that in the case of 
(100 - 2800) request, the blocking rate of multi-path is lower than that of sin-
gle-path when (X = 0), but the difference in the upper limit is not large. In the 
case of high traffic (2900 - 3200) requests, the difference in blocking rate be-
tween single path and multipath is much smaller. (Because the experimental re-
sults of 100 - 1600 requests are similar, this thesis only shows the results of 1700 
- 3200 requests). The execution time is also similar to the previous data, and the 
execution time of multi-path is more than twice that of single-path, and the up-
per limit X increases execution time slightly. It is considered that the require-
ment for more than 2 additional multipaths is very small, so the calculation time 
will not increase significantly if the upper limit is increased. 

6. Conclusion and Further Research 
6.1. Conclusion 

This research considers the RMLSA problem of anycast requirements on the 
SDM-EON network and proposes a heuristic algorithm. The experimental re-
sults show that the proposed RMLSA-M in this paper when compared with 
ARSCA-SP has better performance. Under low traffic, the larger the upper limit 
of multipath, the lower the blocking rate; under high traffic, the effect of cross-
talk is not much improved. In terms of core selection strategy, First-Fit considers 
crosstalk and the blocking rate at low traffic is lower than Random-Fit; Ran-
dom-Fit uses spectrum utilization ratio and the blocking rate is higher than 
First-Fit. 

6.2. Further Research 

Future research will be conducted on the number of different multi-core fiber 
cores. Currently, most research is carried out on multi-core fibers with 7 cores. 
Although the 12 and 19 cores have specifications, there are not many relevant 
studies. Core-to-core crosstalk is a problem worthy of discussion. 
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