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Abstract 
Aiming at the dimension disaster problem, poor model generalization ability 
and deadlock problem in special obstacles environment caused by the in-
crease of state information in the local path planning process of mobile robot, 
this paper proposed a Double BP Q-learning algorithm based on the fusion of 
Double Q-learning algorithm and BP neural network. In order to solve the 
dimensional disaster problem, two BP neural network fitting value functions 
with the same network structure were used to replace the two Q value tables 
in Double Q-Learning algorithm to solve the problem that the Q value table 
cannot store excessive state information. By adding the mechanism of priority 
experience replay and using the parameter transfer to initialize the model pa-
rameters in different environments, it could accelerate the convergence rate 
of the algorithm, improve the learning efficiency and the generalization abili-
ty of the model. By designing specific action selection strategy in special en-
vironment, the deadlock state could be avoided and the mobile robot could 
reach the target point. Finally, the designed Double BP Q-learning algorithm 
was simulated and verified, and the probability of mobile robot reaching the 
target point in the parameter update process was compared with the Double 
Q-learning algorithm under the same condition of the planned path length. 
The results showed that the model trained by the improved Double BP 
Q-learning algorithm had a higher success rate in finding the optimal or 
sub-optimal path in the dense discrete environment, besides, it had stronger 
model generalization ability, fewer redundant sections, and could reach the 
target point without entering the deadlock zone in the special obstacles envi-
ronment. 
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1. Introduction 

Path planning is the core part of mobile robot control system and the key of au-
tonomous navigation technology. Where local path planning is one of the im-
portant direction of path planning research. In an unknown environment, mo-
bile robot detects and collects map information through the real-time state in-
formation acquired by sensors, updates the environment model in real time and 
plans a collision free path from the start point to the target point [1]. 

The quality of the path planning result determines whether the mobile robot 
can efficiently and accurately complete the task [2]. When the pose information 
of the mobile robot itself is known, it can take the short running path and high 
smoothness as the optimization objectives [3]. At present, the commonly used 
local path planning algorithms include artificial potential field method [4], fuzzy 
control [5], neural network [6] and reinforcement learning [7]. The artificial po-
tential field method has good real-time performance in path planning, but the 
mobile robot can be affected by the gravitational potential field function and the 
repulsive potential field function. It is easy to cause local minimum points, shock 
or stagnation [8]. Multiple restrictions can be added to the function model to 
eliminate local minimum points [9]. Fuzzy control method can summarize 
complete control rules and achieve local path planning through fuzzy reasoning 
and fuzzy judgment. However, simple fuzzification of information will reduce 
the precision of control [10], but it can be combined with neural network to 
form a fuzzy neural network to output a higher precision model [11]. Rein-
forcement learning algorithm utilizes mobile robot to interact with the environ-
ment and accumulate rewards to optimize strategies [12]. Literature [13] pro-
posed to use deep reinforcement learning for path planning in an unknown en-
vironment, but the input state didn’t contain enough feature information and 
the model generalization was poor. Literature [14] abandoned the Q value table 
and proposed the method of using neural network to fit the value function. Al-
though it contains enough characteristic information, there is no clear division 
for the surrounding obstacles, which is easy to fall into the local minimum state 
and the path planning efficiency is low. Literature [15] used sensors to explore 
the obstacle information and the returned obstacle information and actions are 
input into the neural network. Although the local minimum value would not be 
generated, but the information of the target point would not be considered, so 
the problem of path redundancy would easily occur. The application of rein-
forcement learning in local path planning requires multi-step decision and most 
tasks are correlated. Therefore, the learning of strategies under different scena-
rios can be accelerated through parameter transfer learning [16]. Transfer 
learning is a machine learning method that serves as the start point of the second 
task model for the task developed model [17]. In reinforcement learning, it 
mainly uses the fixed domain transferring from a single source task to a target 
task [18]. Literature [19] proposed case-based reasoning (CBR) as a heuristic 
method to accelerate the process of Q learning algorithm through transfer 
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learning. Literature [20] applied the experience learned in two-dimensional en-
vironment to accelerate the learning of strategy in three-dimensional environ-
ment. Both References [19] [20] used transfer learning to improve the learning 
efficiency of reinforcement learning algorithm, but didn’t consider strategy 
learning in two-dimensional complex scenes, and the model generalization abil-
ity was poor. Literature [21] used transfer learning to map the corresponding ac-
tions output by neural network to another domain, which accelerated the learn-
ing process of related but different tasks, but the speed of learning different 
strategies was slow. 

In view of the dimension disaster that the Double Q-learning algorithm can-
not deal with and the poor generalization ability problem of the trained model, 
this paper proposes a Double BP Q-learning algorithm. The fitting value func-
tion of two BP neural networks with the same structure is used to replace the Q 
value table, the mechanism of the prioritized experience replay and parameter 
transfer are added to accelerate the learning efficiency of the model and improve 
its generalization ability. The trained model is used to deal with the obstacle 
avoidance in different obstacles environments. 

2. Design of State Space and Action Space 

The appropriate state space and action space are designed as the input and out-
put of the neural network. The information of the surrounding environment are 
returned by the sensors. 

Taking the mobile robot as the origin of coordinates and the current running 
direction of it as the Y-axis direction, the global coordinate system of the mobile 
robot is established, as shown in Figure 1. Omnidirectional radar sensors are  
 

 
Figure 1. The coordinate system of the mobile robot. 
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used to detect environmental information [22]. The sector areas in the figure 
represent the range of detection angles of the sensors. The pose information of 
the robot includes the distance information di of the nearest obstacle returned by 
the three directional sensors, as well as the distance Dg and angle θg between the 
mobile robot and the target point, so the state space sj of the mobile robot is de-
fined as: 

( )1 2 3, , , ,j g gs d d d D= θ                         (1) 

The angle detection range between 20˚ - 160˚ returned by the radar sensors is 
discretized into three directions λ1, λ2 and λ3, and the angle range is 50˚, 40˚ and 
50˚. 

d1, d2 and d3 are the distance information of the nearest obstacle returned 
from the direction of λ1, λ2 and λ3, respectively. The detection distance is discre-
tized into a maximum of 3 steps. The obstacle information di returned by the 
sensor is defined as follows: 
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Dg is the distance between the mobile robot and the target point, θg is the an-
gle between the direction of the mobile robot and the target point. They are cal-
culated as follows: 
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where (xr, yr) represents the position of the mobile robot at the current moment, 
and (xg, yg) represents the position of the target point. 

The action space of the robot is represented by a, a = {a1, a2, a3}. The current 
running direction of the mobile robot is taken as the reference direction, and the 
three actions are defined as: 

a1: move one step 45˚ to the left front; 
a2: move one step forward; 
a3: move one step 45˚ to the front right. 

3. Design of Double BP Q-Learning Neural Network  
Structure 

Double BP Q-Learning algorithm is used to learn the obstacle avoidance strategy 
to plan the path. The state of the mobile robot is taken as the input of the net-
work and outputs the action to be performed. Double BP Q-learning algorithm 
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replaces the Q value table by fitting the value function of the neural network and 
includes two BP neural networks with the same structure, which are the estima-
tion networks of BP_eval and the target network BP_target [23], respectively.  

The input of each network is the state space sj of the robot. Excessive range of 
input data in neural network will affect the accuracy of gradient descent [24]. 
Therefore, the variable in the state sj of the mobile robot are normalized as fol-
lows: 

min

max min

j
t

S S
s

S S
−

=
−

                           (4) 

After normalization, the state space ( )1 2 3, , , ,j g gs d d d D= θ  of the mobile 
robot is converted into ( )_ , _ , _ , _ ,ts D UL D U D UR D End Angle= , where st is the 
five input of the neural network. The output of the neural network is the Q value 
corresponding to the three actions taken by the mobile robot. Nodes of the hid-
den layer are dynamically set according to the number of nodes of input and 
output layer. Here, the number is set to 13. The designed structure of a single BP 
Q-learning neural network design is shown in Figure 2. 

Where ωij and bij represent the weight and bias of the ith input layer node to 
the jth hidden layer node, and the input of the jth hidden layer is defined as: 

( ) ( ), 1 ~ 5; 1 ~ 13j ij t ij i t jh s b = == +∑ ω               (5) 

where φij and cij represent the weight and bias of the ith hidden layer node to the 
jth output layer node, and the input of the output layer of the jth layer is defined 
as: 

( ) ( )1 ~ 13; 1 ~ 3j ij i ij i jo h c= + = =∑ ϕ                (6) 

The parameter ω of the estimation network BP_eval and the parameter ω- of the 
target network BP_target include the weights and bias of each layer. BP_eval up-
dates the ω parameter by training, BP_target is used to fix the network parameters,  
 

 
Figure 2. Structure of BP Q-Learning neural network. 
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and the algorithm copies the ω to the ω-regularly. The Memory part is the 
memory bank that stores the collected samples during learning. rt represents the 
reward and punishment value of the mobile robot when it reaches the next 
state; BP_eval outputs three estimated Q values: Q(e_a1), Q(e_a2) and Q(e_a3); 
BP_target outputs three target Q values: Q(t_a1), Q(t_a2) and Q(t_a3). BP_eval 
outputs Q(e_at) corresponding to the action at, and BP_target calculates Q(t_as) 
corresponding to the action as corresponding to the maximum Q value output 
by BP_eval. Where Loss function is calculated as follows: 

( ) ( )( )2
_ _t s tLoss r Q t a Q e a= + −γ                  (7) 

Gradient descent algorithm is used to update the parameters of the network, 
and the network update block diagram is shown in Figure 3. 

4. Double BP Q-Learning Algorithm 

Using neural network to fit the value function to solve the dimensional disaster 
problem, aiming at the problems of slow learning speed and poor model genera-
lization ability in Double BP Q-learning algorithm, reward and punishment 
function and action selection strategy are redesigned, adding the mechanism of 
priority experience replay and transfer learning, so that the mobile robot can 
solve the problem of sparse rewards and accelerate the speed of experience 
learning. 

4.1. Design of Reward and Punishment Functions 

The design of reward and punishment functions determines the good or bad de-
gree of actions taken by mobile robot in a certain state [25]. Sparse rewards have 
always been a problem that affects the convergence of reinforcement learning  
 

 
Figure 3. Network update block diagram. 
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algorithms [26]. A continuous reward and punishment function is designed to 
solve the problem of sparse rewards. It is defined as follows: 

_
_

 
_ _ _ _

_

t

r tar
r obs

r
D before D now d now d before

D now


= 

− − +
 ⋅ µ η

            (8) 

where: 
r_tar represents the reward for reaching the target point; 
r_obs represents the punishment for colliding an obstacle; 
D_before represents the distance between the mobile robot and the target 

point before the action is performed; 
D_now represents the distance between the mobile robot and the obstacle af-

ter performing the action; 
d_now represents the shortest distance between the mobile robot and the ob-

stacle at the current state; 
d_before represents the shortest distance between the mobile robot and the 

obstacle before the action is performed; 
μ and η represent normalized discount factors. 
After the mobile robot performs the action, whether it is closer to the target 

point or farther from the obstacle, it will be rewarded according to the calcula-
tion Formula (8); if the robot is farther from the target point or closer to the ob-
stacle, it will be punished. 

4.2. Design of Dynamic ε-Greedy Strategy 

Double BP Q-learning algorithm is proposed to improve the exploration-ex- 
ploitation of ε-greedy strategy, and a dynamic ε-greedy strategy is designed. The 
ε-greedy strategy is used to balance the relationship between exploration and ex-
ploitation. Its essence is to explore and select actions with ε probability, and to 
learn the existed experience with 1-ε probability [27]. 

Given an initial value of exploitation ε0 and peak value ε_end, with the in-
crease of learning frequency, the exploration rate εt decreases from peak value 
ε_end to zero and remains unchanged, while the exploitation rate εr increases 
from the initial value ε0 to peak value ε_end and remains unchanged. The explo-
ration-exploitation rate is computed as follows: 
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where: 
εi represents the increase factor of exploration rate; 
t_step represents the number of learning rounds; 
step_max represents the maximum round of running. 
The change of exploration-exploitation rate is shown in Figure 4. 
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Figure 4. Change of exploration-exploitation rate. 

4.3. The Mechanism of Priority Experience Replay 

Although random sampling breaks the correlation between samples, it ignores 
the importance of experience, and introduces the mechanism of priority expe-
rience replay to store the priority of samples through the binary tree structure 
Sumtree. High-priority samples are selected firstly to speed up learning [28]. 

Double BP Q-learning algorithm collects samples in the training process, 
which including state st, action at, reward rt and state st+1 at the next moment. 
Samples (st, at, rt, st+1) are stored in the experience pool. TD-error is used to de-
fine the sample priority, which is to estimate the difference between the Q values 
output by the estimation network and the target network. The larger the 
TD-error, the higher the corresponding priority [29]. The probability defined by 
the extracted sample is as follows: 

( )

1

i
k

i
i

p
P i

p
=

=

∑

α

α
                         (10) 

where: 
α represents how much priority to add to the sample. If α is 0, it is an uniform 

sampling: 

( )
1

ip
rank i

=                          (11) 

where the rank(i) is sorted by TD-error. 
The higher the sample priority, the higher the probability of the sample being 

extracted, and the lower the sample priority is guaranteed to have a certain 
probability of being selected. 

4.4. Transfer Learning 

Most tasks in local path planning by reinforcement learning are correlated, and 
parameters in related tasks are initialized by parameter migration in different 
map environments to speed up strategy learning of mobile robots in different 
scenarios [30]. 

Firstly, the pre-training model is loaded to obtain all the model parameters. 
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The model parameters ωs and ωt to be trained are divided into two parts by using 
hierarchical Bayes. One part is the common task, such as the function ωi, which 
tends to the target point. The other part is unique to each model parameters, 
such as dense discrete obstacles avoidance strategy vs and special obstacles 
avoidance rule vt. The transfer learning framework of this paper is as follows: 

s i s

t i t

v
v

= +

= +

ω ω
ω ω

                         (12) 

The model parameter ωi approaching the target point is obtained through 
random initialization training, and it is initialized into the model parameter i′ω  
of the sparse discrete obstacles environment and the model parameter ωt of the 
special obstacles environment. Then, combining with the special state operation 
rules set in Table 1 and the direction and distance information between the mo-
bile robot and the target point, the obstacle avoidance strategy is learned. Finally, 

i′ω  is initialized as the model parameter ωs in the dense discrete obstacle envi-
ronment to perfect the obstacles avoidance rules. 

 
Table 1. Specific state operation rules. 

D_UL D_U D_UR a1 a2 a3 

0 0 1 √ √  

0 1 0    

1 0 0  √ √ 

0 1 1 √   

1 0 1  √  

1 1 0   √ 

0 1 2 √  √ 

1 0 2  √ √ 

1 2 0  √ √ 

0 1 3 √  √ 

1 0 3  √ √ 

1 3 0  √ √ 

0 2 1 √ √  

2 0 1 √ √  

2 1 0 √  √ 

0 3 1 √ √  

3 0 1 √ √  

3 1 0 √  √ 

1 1 2   √ 

1 2 1  √  

2 1 1 √   

1 2 2  √ √ 

2 1 2 √  √ 

2 2 1 √ √  

1 1 3   √ 

1 3 1  √  
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The structure diagram of transfer learning to local path planning is shown in 
Figure 5. 

4.5. Learning Process of Double BP Q-Learning Algorithm 

The mobile robot is trained by the designed Double BP Q-learning neural net-
work and strategy designed above, and use the obtained model to plan local 
path. 

The learning process of the algorithm is as follows. 
Step 1. A standard blank map Q_Map is generated, and the number and posi-

tion of starting points, target points and obstacles are randomly set. The initial 
direction is the connecting direction between the mobile robot and the target 
point. 

Step 2. Initialize the parameters of Double BP Q-learning algorithm; 
Step 3. The state st is obtained after preprocessing the map environment in-

formation returned by the sensors; 
Step 4. Neural network parameters are initialized randomly in the initial 

training; otherwise, parameters are initialized by parameter transfer; 
Step 5. The dynamic ε-greedy strategy is used to select the action at; 
Step 6. The mobile robot performs the action at to obtain the reward rt and the 

next state st+1; 
Step 7. Store {st, at, rt, st+1} in Memory bank as a replay unit; 
Step 8. Extract small batch of experience for learning; 
Step 9. If the next state is the termination state, the Q value of the target net-

work is rt; otherwise, the Q value is calculated through the target network as fol-
lows: 

( )1 1, arg max , ; ;t t t s t t
a

Q r Q s Q s a+ +
 = + − 
 

γ ω ω             (13) 

Gradient descent algorithm is performed to calculate the Loss function as fol-
lows: 

  ( ) ( )
2

1 1, arg max , ; ; , ;t t t s t t t t t
a

Loss r Q s Q s a Q s a+ +
  = + − −    

γ ω ω ω   (14) 

Step 10. Update the estimation network parameter ω; 
Step 11. Update the target network parameter ω- through copying ω to the ω- 

every C step. 
 

 
Figure 5. Structure diagram of transfer learning. 
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5. Simulation Experiment Test 

After adding a series of improvement strategies, on PyCharm platform, Double 
BP Q-learning algorithm and the Double Q-learning algorithm are compared in 
different map environments, and the optimization goal is to improve the genera-
lization ability of the model under the premise of the same path length. Record 
the probability of the mobile robot reaching to the target point in the process of 
parameter update. The simulation environment is a 21 × 21 grid environment, 
in which the red square grid represents the start point, the yellow circular grid 
represents the target point, the black square grid represents the obstacle and the 
black solid line represents the planned path. 

5.1. Simulation Test of the Function toward the Target Point 

The model parameters toward the target point are randomly initialized, and 
other parameters are initialized as shown in Table 2. 

Using the set parameters, the mobile robot roamed in the environment with-
out obstacles at the initial stage. After reaching the preset roaming times, small 
batches of experience are selected for learning. After the exploration rate rises to 
the preset peak value, the exploration rate remains unchanged. Continue train-
ing to the pre-training times and output the probability of successfully reaching 
the target point during parameters update process, the processes are shown in 
Figure 6. 

Figure 7(a) and Figure 7(b) are the comparison of planned path toward the 
target point by Double Q-learning and Double BP Q-learning algorithms, re-
spectively, where both the length of the paths is 20. The probability of the 
Double Q-learning algorithm successfully reaching the target point fluctuates 
greatly after the number of updating rounds p_step reaches 40 rounds and the 
model is unstable, as shown in Figure 6. However, the probability of Double BP 
Q-learning algorithm reaching the target point tends to be stable and reaches  
 
Table 2. Parameters toward the target point. 

Parameter Initialization values 

lr 0.001 

ε0 0 

ε_end 0.95 

εi 0.001 

m_size 20000 

γ 0.95 

batch_size 256 

replace_size 20 

start_step 3000 

learn_step 50 

episode 600 
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Figure 6. Probability comparison of successfully reaching the target point in each round 
of parameter update in the environment without obstacle. 
 

 
(a)                             (b) 

Figure 7. Path comparison toward the target point. (a) Double Q-learning; (b) Double BP 
Q-learning. 
 
more than 90% in the later period of parameter update, which shows the robot 
can reach that the target point, with a high probability in the obstacle-free map 
and the model generalization ability is higher. 

The double BP Q-learning algorithm is used to train the model to complete 
the test of reaching the target point. Figure 8 shows two scenarios that the start-
ing point and target point are arbitrarily set, and the optimal or relatively optim-
al path toward the target point can be planned through the trained model. 

5.2. Simulation in the Sparse Discrete Obstacles Environment  

In the sparse discrete obstacles environment, model parameters approaching the 
target point are used as initialization to carry out model transfer. Some parame-
ters are the same as parameters that approaching the target point, and other pa-
rameters are initialized as shown in Table 3. 

By increasing the initial exploration rate ε0 to 0.2, the mobile robot can make 
use of the learned rules earlier at the early stage of training and have a greater 
probability to reach the target point and reduce the unnecessary learning. In-
crease the number of initial roaming times and the memory bank capacity to 
make better use of the collected experience; after reaching the preset training  
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Table 3. Parameters of sparse discrete obstacles environment. 

Parameter Initialization values 

ε0 0.2 

m_size 30000 

start_step 5000 

episode 800 

 

 
(a)                              (b) 

Figure 8. Simulation results toward the target point. (a) Scenario 1; (b) Scenario 2. 
 
times, the probability of successfully reaching the target point in each round of 
parameter update in the sparse discrete obstacles environment is output. The 
training results of the two algorithms are shown in Figure 9. 

Figure 10(a) and Figure 10(b) show the path comparison in the sparse dis-
crete obstacles environment between the two algorithms, and the planned paths 
are all 21. As shown in Figure 9, when the number of parameter update p_step 
reaches 60 rounds, Compared with Double Q-learning algorithm, Double BP 
Q-learning algorithm has a greater probability of the robot reaching the target 
point, and the planned path is more smooth and has few redundant sections, 
which indicates that the Double BP Q-learning algorithm has learned part of the 
obstacles avoidance rules in the sparse discrete obstacles environment, and the 
output model has higher generalization ability. 

After several tests, under different sparse discrete obstacles environments, the 
success rate of Double BP Q-Learning algorithm model for path planning can 
reach 76%, while the success rate of Double Q-Learning algorithm is only 65%. 
Figure 11 shows partial simulation results of the trained Double BP Q-learning 
algorithm in the sparse discrete obstacles environments. 

5.3. Simulation in Dense Discrete Obstacles Environment 

In sparse discrete obstacles environment, due to the insufficient complexity of 
obstacle map, the model generalization ability is not high, and the strategy 
learned by the algorithm can’t deal with most of the maps, so the sparse discrete 
obstacles environment model is initialized to model parameters of the dense 
discrete obstacles environment through parameter transfer, some parameters are 
the same as parameters of the sparse discrete obstacles environment, other pa-
rameters are initialized as shown in Table 4. 

https://doi.org/10.4236/jcc.2021.96008


G. M. Liu et al. 
 

 

DOI: 10.4236/jcc.2021.96008 151 Journal of Computer and Communications 
 

 
Figure 9. Probability comparison of successfully reaching the target point in each round 
of parameter update in the sparse discrete environment. 
 

 
(a)                              (b) 

Figure 10. Path comparison in the sparse discrete environment. (a) Double Q-learning; 
(b) Double BP Q-learning. 
 

 
(a)                              (b) 

Figure 11. Simulation results of the sparse discrete obstacles environment. (a) Scenario 1; 
(b) Scenario 2. 
 
Table 4. Environmental parameters of dense discrete obstacles environments. 

Parameter Initialization values 

ε0 0.2 

εi 0.0005 

m_size 40000 

start_step 10000 

episode 2000 
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Increase the number of roaming steps in the initial stage and reduce the in-
crease extent of exploration rate. In the initial training process, the mobile robot 
can find more possible paths and learn more possible scenarios. At the same time, 
increase the memory bank capacity to store more different experiences. After 
reaching the preset peak value, the exploration rate remains unchanged and con-
tinues to train until reaching the preset training times and outputs the probabil-
ity of successfully reaching the target point in each round of parameter update 
process. The simulation results of the two algorithms are shown in Figure 12. 

However, as is shown in Figure 12, the probability of the Double Q-Learning 
algorithm reaching target point fluctuates greatly during the parameter update 
process, and the model is difficult to converge. However, the Double BP Q-learning 
algorithm can successfully reach the target point with a high probability after the 
number of parameter update rounds reaching 60 rounds, and the probability 
tends to be stable and the smoothness of the planned path is higher, which indi-
cating that the model trained by the algorithm can be applied to most obstacles 
maps in dense discrete obstacles environments, and the generalization ability is 
stronger. 

Figure 13(a) and Figure 13(b) are the comparison of the planned paths ob-
tained by using the two algorithms respectively in a dense discrete obstacles en-
vironment, where the paths length planned by the algorithms are both 21.  

 

 
Figure 12. Probability comparison of successfully reaching the target point in each round 
of parameter update in the dense discrete obstacles environment. 

 

 
(a)                           (b) 

Figure 13. Path comparison of the dense discrete obstacles environment. (a) Double 
Q-learning; (b) Double BP Q-learning. 
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After several tests, in the different dense discrete obstacles environments, the 
success rate of using Double BP Q-learning algorithm model to plan different 
maps can reach 89%, while the success rate of Double Q-learning algorithm is 
82%. Figure 14 shows partial simulation results of the trained Double BP 
Q-learning model in the dense discrete obstacles environments. 

5.4. Simulation in the Special Obstacles Environment 

In the special obstacles environment, there are some special scenarios that are 
easy to make the mobile robot enter the deadlock state. The model parameters 
approaching the target point are used as initialization to carry out parameter 
transfer. Some parameters are the same as those parameters approaching the 
target point, and other parameters are initialized as shown in Table 5. 

Special obstacles environment mainly includes “U” type obstacles environ-
ment and “一” type obstacles environment. Mobile robot needs to avoid the spe-
cial obstacles in advance or is able to escape after entering them. Through three 
sensors to detect obstacles information to set specific operation rules, as shown 
in Table 1, and combine the direction and distance information with the target 
point to make the mobile robot avoid entering deadlock area in advance. Reduce 
unnecessary study to speed up the convergence of the model. Figure 15 is the 
probability of reaching the target point after each round of parameter update 
successfully using the two algorithms. 

Figure 16(a) and Figure 16(b) show the path comparison of special obstacles 
environment by the two algorithms, and the length is basically same. As is 
shown in Figure 15, the Double Q-learning algorithm converges faster in the 
early stage of training and has a higher probability of reaching the target point. 
 

 
(a)                           (b) 

Figure 14. Simulation results of the dense discrete obstacles environment. (a) Scenario 1; 
(b) Scenario 2. 
 
Table 5. Environmental parameters of special obstacles environment. 

Parameter Initialization values 

εi 0.002 

m_size 30,000 

start_step 6000 

episode 800 
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Figure 15. Probability comparison of successfully reaching the target point in each round 
of parameter update in the special obstacles environment. 
 

 
(a)                           (b) 

Figure 16. Paths comparison of the special obstacles environment. (a) Double Q-learning; 
(b) Double BP Q-learning. 
 

 
(a)                           (b) 

Figure 17. Simulation results of the special obstacles environment. (a) Scenario 1; (b) 
Scenario 2. 
 
However, when the number of parameter update rounds reaches 50, the probability 
of reaching the target point is more than 90% for the model trained by the Double 
BP Q-learning algorithm. It tends to be stable and fluctuates less. It also has fewer 
redundant sections in the planned path, which indicates that the obstacles 
avoidance strategy learned can avoid certain deadlocks to reach the target point. 

After several tests, the result is in line with the expected result of experiment. 
The simulation results of partial planned path under special obstacles environ-
ments using the trained Double BP Q-learning model are shown in Figure 17. 
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6. Conclusions 

Double BP Q-learning algorithm based on the fusion of Double Q-learning algo-
rithm and BP neural network is proposed. Compared with the traditional 
Double Q-learning algorithm, the designed algorithm can be applied to the op-
eration environment with more complex obstacles. The convergence speed of 
the algorithm is faster, and the trained model has strong generalization ability 
and fewer path redundant sections. The success rate of the planned path in the 
dense discrete obstacles environment is higher, which can reach 89%. In the spe-
cial obstacles environment, the robot can reach the target point avoiding the 
deadlocked area. The proposed Double BP Q-learning algorithm has the follow-
ing characteristics:  

1) Using BP neural network fitting value function instead of the Q value table 
can plan the path in a wider range of environment with more complex obstacles;  

2) The mechanism of priority experience replay is added to speed up strategy 
learning;  

3) Special operating rules are designed to help mobile robots escape from the 
deadlocked area under special obstacles environment; 

4) Parameter transfer is used to initialize the model parameters in different 
obstacles environments for reducing unnecessary training, accelerating the con-
vergence speed of the algorithm and increasing the generalization ability of the 
model. 

Future research work is to combine deep reinforcement learning with neural 
network with memory function to process continuous high-dimensional state 
information and continuous action information, and improve path smoothness 
and reduce path redundancy. 
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