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Abstract 
Mining rich semantic information hidden in heterogeneous information net-
work is one of the important tasks of data mining. Generally, a nuclear medi-
cine text consists of the description of disease (i.e., lesions) and diagnostic re-
sults. However, how to construct a computer-aided diagnostic model with a 
large number of medical texts is a challenging task. To automatically diagnose 
diseases with SPECT imaging, in this work, we create a knowledge-based di-
agnostic model by exploring the association between a disease and its proper-
ties. Firstly, an overview of nuclear medicine and data mining is presented. 
Second, the method of preprocessing textual nuclear medicine diagnostic re-
ports is proposed. Last, the created diagnostic modes based on random forest 
and SVM are proposed. Experimental evaluation conducted real-world data 
of diagnostic reports of SPECT imaging demonstrates that our diagnostic 
models are workable and effective to automatically identify diseases with tex-
tual diagnostic reports. 
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1. Introduction 

With the continuous improvement of human living standards, the requirements 
for health conditions are getting higher and higher. In view of this, academia has 
also begun to pay attention to medical research. Bone metastasis of malignant 
tumor is the malignant tumor with the highest incidence of bone structure [1]. 
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In the past decades, 99mTc-methylene bisphosphate (99mTc-MDP) whole-body 
planar bone imaging has been widely used in the diagnosis of bone metastases 
[2]. With the advancements of imaging technologies, medical imaging modali-
ties have been transforming from structural imaging like Computed Tomogra-
phy (CT) and Magnetic Resonance Imaging (MRT) to the current functional im-
aging including Positron Emission Tomography (PET) and Single Photon Emis-
sion Computed Tomography (SPECT). There also are hybrid imaging modali-
ties that combine structural imaging and functional imaging together such as 
SPECT/CT and PET/MRI. Specifically, the hybrid imaging technology has been 
gradually applied to the diagnosis of bone metastases, significantly improving 
the accuracy of the diagnosis of bone metastases [3]. 

Different from the SPECT/CT imaging technology, the SPECT/CT report is a 
textual diagnosis report obtained from a patient after the SPECT/CT examina-
tion, which belongs to the class of nuclear medicine text data. The main content 
includes the doctors’ description of the image and the diagnostic recommenda-
tions based on the doctors’ experiential knowledge. Creating computer-aided 
diagnostic models play a key role in clinical applications of nuclear medicine 
with accelerated rich textural reports from various patients with different dis-
eases. 

In order to construct a nuclear medicine text diagnosis model, a text classifi-
cation method based on traditional machine learning is proposed by leveraging 
the classical random forest and SVM models. The built models have been eva-
luated with a set of real-world data of SPECT nuclear medicine text, showing the 
workability and effectivity for identifying diseases. 

The rest of this paper is organized as follows. In Section 2, we review related 
work on text mining and machine learning-based diagnostic models. In Section 
3, we provide the used data and proposed method. And in Section 4, we con-
clude this work. 

2. Related Work 

As an important branch of data mining, text mining has done a lot of research 
up to now. In particular, medical text mining has important practical value. Among 
them, medical text mainly includes structured text and unstructured text. For 
the structured text, the main and fundamental work is to build a powerful se-
mantic knowledge base [4]. A rule-based approach is often used for unstruc-
tured purposes [5]. It is mainly multi-domain oriented and has strong applica-
bility, but the accuracy and completeness of the extraction results are generally 
low. 

Li et al. [6] proposed a method that combines the information gain of the po-
sitions of words and the semantic computing based on HowNet to extract Chi-
nese named entity relations, and presented a relation extraction method of Chi-
nese named entities, called LSE, which is scalable, semi-supervised and domain 
independent. Jonnalagadda et al. [7] proposed a semantic partitioning method to 
advanced concept extraction in the medical field by using a discriminant clas-
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sifier (CRF) to extract medical concepts from medical errors, clinical descriptions 
and trials. The Unified Medical Language System (UMLS) is used for semantic 
structuring and information extraction, and a method for automatically gene-
rating knowledge representation from natural language text data, SEREMED, is 
proposed [8]. 

Shah et al. [9] proposed to develop an automated method for extracting the 
coded information from free text in electronic patient records. Onitilo et al. [10] 
developed an algorithm for identification of patients with type 2 diabetes and 
ascertainment of the date of diabetes onset for examination of the temporal rela-
tionship between diabetes and cancer using data in the electronic medical record 
(EMR). Yang et al. [11] used text clustering and keyword extraction to obtain the 
commonly used terminology in medical description language. As an important 
branch of data mining, text mining has done a lot of research so far. Filipe et al. 
[12] predicted future hospitalizations and discharges by analyzing the diagnostic 
data of patients in the early emergency department of a hospital. Kim and Delen 
[13] analyzed frequent keywords in top information journals and found that the 
Internet has changed the research methods in the field of medical research. Yang 
[14] studied a new ontology-based venous thromboembolic (VTE) risk assess-
ment model, and verified the effectiveness of the model on real clinical data sets. 

Existing work mentioned above focusing only on how to create a diagnostic 
model, while ignoring the characteristics of nuclear medicine text data itself. In 
other word, the unique lexical and grammatical characteristics of nuclear medi-
cine text data was not considered by existing research efforts. In this work, we 
provide an in-depth analysis of diagnostic reports and develop reliable diagnos-
tic models with textual data from SPECT imaging modalities. 

3. Materials and Methods 
3.1. Dataset and Preprocessing 

The used diagnostic reports were collected in the process of diagnosing bone 
metastasis and related diseases in Department of Nuclear Medicine, Gansu Pro-
vincial Hospital from Jan. 2018 to Dec. 2019. For the examination of a patient, 
two SPECT images (i.e., the anterior and posterior) and a corresponding diag-
nostic report in text format are recorded. Figure 1 demonstrates an example of 
SPECT examination, with a male patient diagnosed with bone metastasis in ribs. 
 

 
Figure 1. Illustration of diagnostic report from SPECT nuclear medicin examination. 
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As show in Figure 1, a diagnostic report text consists of two parts as follows: 
 Descriptive information of lesions: The left column in Figure 1 shows the 

information of lesions in terms of position (joint) and status (normal) as well 
as the used radioactive tracer.  

 Diagnostic solutions: The right column in Figure 1 provides the diagnostic 
solution done by nuclear medicine doctors. 

The objective in this work is to develop a text classification method based on 
machine learning by exploring the diagnosis description and results. The used 
experimental data were collected from Department of Nuclear Medicine, Gansu 
Provincial Hospital, during 2017-2018. Table 1 outlines the used data of textual 
diagnostic reports in this work. 

Given any SPECT examination cases, you can always find position, shape, lev-
el, state, and class information (or at least some of them). The first four are the 
description of the lesion itself, and the last is the description of the disease class 
of the lesion. First, select case description and diagnosis description from nuclear 
medicine text, which needs to screen out sensitive information such as name; se-
condly, clear the obvious wrong information in the text; thirdly, extract the fea-
tures that can completely describe the diagnosis report from the text, including 
location, shape, level and state; Finally, the attributes are formally represented. 

3.2. Diagnostic Models 
3.2.1. Random Forest Based Model 
We use decision tree as the base classifier of random forest. The decision tree 
generation process mainly uses information entropy theory. The Gini index is 
defined as Formula (1). 
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= ∑                     (1) 

where Dv refers to the sample set of the v-th class, and G(Dv) is a random sample 
in the sample set. 

The training set uses the model obtained from the test set to perform the final 
prediction classification. Figure 2 shows the working principle of the nuclear 
medicine text of the training set and the test set. 

3.2.2. SVM Based Model 
Different from the random forest model, SVM algorithm can solve the separa-
tion hyperplane with the largest geometric interval and the correct partition data 
set. As shown in Figure 3, the black circle and the white circle represent the 
correct text class and the wrong text class, respectively. The SVM looks for the  
 
Table 1. The used data of textual diagnostic reports. 

Diseases Bone metastasis Arthritis Degenerative changes 

Number 693 537 365 
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Figure 2. Preprocessing of random forest model decision. 
 

 

Figure 3. Support Vector Machines (SVM). 
 
separated hyperplane that maximizes the margin between the dotted lines 

0w x b⋅ + =  ( w  is the plane normal vector, x  is the feature quantity, and b 
is the displacement). 

First, the representations obtained by extracting nuclear medicine text features 
form a 4-dimensional vector space and express it in vector form; then, train and 
learn the vector form training samples through the SVC method to obtain a clas-
sification model; finally, the classification model trains the test samples to obtain 
the classification results. 

4. Experimental Evaluation 

In this section, the SPECT diagnostic text obtained in nuclear medicine clinical 
diagnosis was applied to verify the validity of the experiment. 

4.1. Experimental Setup 

The evaluation index of this experiment selects OOB (Out of Bag) precision and 
accuracy. The training set is sampled with replacement (boostrap). In this process, 
1/3 of the samples are not sampled each time. This 1/3 sample set is called OOB, 
which is used to estimate the generalization accuracy. 

Different from OOB, accuracy, as another evaluation index in this experiment, 
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refers to the closeness between the test result and the true value. The specific de-
finition is as follows: 

TP TNAcc
TP TN FN FP

+
=

+ + +
                     (2) 

where TP and TN represent samples that are predicted correctly, the former is 
predicted positive samples, and the latter is predicted negative samples; similar-
ly, FN and FP represent samples that are predicted incorrectly, the former is still 
predicted positive samples, and the latter is predicted negative samples. 

4.2. Experimental Results 
4.2.1. Random Forest Experiment Results 
The number of trees in the forest (n_estimators) is an important parameter in the 
entire random forest, which affects the classification results. In order to clearly 
see the value range of the number of trees and discover the relationship between 
the number of trees and the OOB accuracy during the training process, Figure 4 
shows the relationship between the number of trees and the OOB error rate. 

The results show that the larger the number of trees at the beginning, the small-
er the error; as the number of trees gradually increases to 20, the smaller the er-
ror fluctuation range, indicating that the greater the number of trees, the OOB 
error will not decrease.  

In order to examine the maximum depth of the tree (max_depth) and the 
quality of the classification results, this experiment has set up three schemes (see 
Table 2).  

The experimental results show that the algorithm classification result of Scheme 
2# is the best one, and the accuracy of OOB is the highest. Table 3 shows the 
OOB accuracy obtained by the combination of n_estimators and max_depth. 
Finally, the evaluation index OOB of Scheme 2# is the highest. 
 

 

Figure 4. The relationship of n_estimators and OOB error rate. 
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Through the above adjustment process, the experimental results have ob-
tained better results. From Figure 5 and Table 4 it can be seen that the OOB er-
ror rate is smaller than actual (about 0.005). 

4.2.2. SVM Experiment Results 
This part selects Support Vector Classification (SVC) in SVM to classify text, 
and introduces two kernel functions, rbf and poly. The classification results are 
shown in Table 5, where cv represents the number of iterations. 

It can be seen from the table that when the rbf kernel function is selected and 
the number of iterations is 10, the classification effect of SVM is the best. But 
even so, compared with the classification results of random forest, it is far infe-
rior to the classification effect of the latter. Therefore, this experiment finally 
chooses random forest to classify nuclear medicine texts. 
 
Table 2. Various values for max_depth. 

Scheme max_depth 

1# 6 

2# 8 

3# 10 

 
Table 3. Major parameter value of random forest. 

Scheme Parameters values OOB Acc 

1 
n_estimators 
max_depth 

10 
6 

0.87 0.88 

2 
n_estimators 
max_depth 

20 
8 

0.89 0.89 

 
Table 4. Various values for max_depth. 

Parameters Value 

n_estimators 20 

max_depth 8 

max_features Auto 

bootstrap True 

oob_score True 

 
Table 5. The results of Acc botained by SVM classification. 

cv rbf poly 

3 0.78 0.74 

8 0.80 0.75 

10 0.81 0.77 

15 0.80 0.76 
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Figure 5. Illustration of classification by using decision tree based classifer. 

4.3. Discussions 

By adjusting the parameters of the random forest, a random forest model with 
classification effect can be obtained. Figure 5 shows a part of the result model of 
the decision tree, where orange represents arthritis, green represents bone me-
tastasis, and purple represents degenerative changes. X[0-3] represents the four 
representations [position/shape/degree/state] in the quintuple, and formula 1 is 
used to calculate the information entropy for classification. 

It can be seen from Figure 5 that the final classification result is white, and the 
content shows Value = [0, 1, 1], which does not belong to other diseases, which 
means that this node cannot continue to branch down, only as an unavoidable 
situation. This also explains why the OOB error rate in Table 3 is lower. 

5. Conclusions 

With the goal of building a nuclear medicine computer-aided diagnosis model, 
this paper has studied nuclear medicine text-assisted diagnosis model based on 
data mining, including: 

First, the preprocessing process of nuclear medicine text is given, and the ob-
vious errors or lack of speech in nuclear medicine text are dealt with. Secondly, a 
nuclear medicine text-assisted diagnosis model based on random forest has been 
proposed, especially considering the influence of the number of trees on the ge-
neralization accuracy. Finally, using real data from a hospital, the method pro-
posed in this paper has been tested and verified, and the experimental results 
showed that higher evaluation results have been obtained.  

In the future, we plan to extend our work in the following directions. First, we 
intend to collect more recordings of textual diagnostic reports to evaluate the 
proposed method. Second, we attempt to integrate domain knowledge to devel-
op computer-aided diagnosis models. 
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