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Abstract  
This paper proposes an immersive training system for patients with hand 
dysfunction who can perform rehabilitation training independently. The sys-
tem uses Leap Motion binocular vision sensors to collect human hand infor-
mation, and uses the improved PCA○1 (Principal Component Analysis) to 
perform data fusion on the real-time data collected by the sensor to obtain 
more hands with fewer principal components, and improve the stability and 
accuracy of the data. Immediately, the use of improved SVM○2  (Support 
Vector Machine) and KNN○3  (K-Nearest Neighbor Algorithm) for gesture 
recognition and classification is proposed to enable patients to perform reha-
bilitation training more effectively. Finally, the effective evaluation results of 
the rehabilitation effect of patients by the idea of AHP○4  (Analytic Hierarchy 
Process) are taken as necessary reference factors for doctors to follow up 
treatment. Various experimental results show that the system has achieved 
the expected results and has a good application prospect. 
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1. Introduction 

According to the data in the report of stroke prevention and treatment in China 
in 2019, the number of stroke patients over the age of 40 reached 12.42 million. 
At present, the number of patients in China continues to grow at a rate of 12% 
per year, bringing heavy burden to patients’ families and this society. There are 
currently 17 million new stroke patients worldwide each year (equivalent to the 
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total population of Beijing), 6.5 million deaths from strokes each year, and 26 
million surviving stroke patients worldwide (equivalent to that of a European 
country’s total population). Everyone has a one-sixth chance to be related to 
stroke. Stroke is an acute cerebrovascular disease with high morbidity, high 
mortality and high disability. It is the leading cause of disability in Chinese 
adults. Stroke finger weakness or poor movement affects the patient’s normal 
rehabilitation progress. Stroke rehabilitation has become a major problem for 
stroke patients [1], so how to use modern human-computer interaction tech-
nology to play a certain key to the rehabilitation of patients, compared with large 
and expensive machinery and equipment, is more important and simpler, and at 
the same time, it can be afforded by most patients. Under this background, the 
key technology of hand function rehabilitation evaluation system based on new 
somatosensory equipment is proposed in Research. 

In recent years, with the maturity of the computer level all over the world, 
human-computer interaction based on virtual reality technology has also be-
come the focus of research. In-depth research on the existing new body-sensing 
device Leap Motion is also a problem that many scientists are keen on. In 2019, 
Z. W. Zhu [2] used Kinect to introduce the Bhattacharyya distance into the 
Bayesian Perceptual Hidden Markov Model to develop a depth image-based 
gesture recognition system, and verified the superiority of the system, but over-
all, Kinect gesture recognition is far less accurate and reliable than Leap Motion. 
In 2019, P. Sun [3] and others used a combination of principal component 
analysis and support vector machine to classify and recognize static gesture pic-
tures. The results show that the algorithm has certain application value. The 
disadvantage is that the system only uses gesture images. Simple identification 
and classification have been performed. The accuracy needs to be improved, and 
no specific application scenario is mentioned. In 2017, C. X. Tang [4] used the 
effective combination of multiple sensors to reduce the decline in gesture recog-
nition rate due to occlusion and other factors, thereby effectively improving the 
recognition rate. However, for the joint effect of multiple Leap Motion, there is 
still no more convincing experimental proof. In 2016, Z. H. Liu [5] of Donghua 
University and others used Leap Motion and PC to build a low-cost stroke upper 
limb rehabilitation and evaluation system. Patients completed training tasks and 
achieved a certain degree of rehabilitation under the guidance of virtual games. 
The rehabilitation evaluation system only uses the example of Leap Motion’s of-
ficial website, and does not reflect the detailed evaluation scores in real-time re-
habilitation with real patients, which is highly subjective. In 2015, J. T. Hu [6] 
improved the static and dynamic gesture recognition algorithms of Leap Motion, 
and also applied them to some simple daily activities. However, the types of ges-
tures that can be recognized are too simple, and the accuracy is still slightly in-
sufficient. 

To sum up, there is currently no system for efficient rehabilitation training for 
patients with hand dysfunction and the training results are recorded and fed 
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back to the doctor in real time. This paper proposes the key technology research 
of hand function rehabilitation training system based on Leap Motion. The 
real-time rehabilitation training information collected by Leap Motion is used to 
effectively identify and classify the optimized PCA and SVM. This not only 
avoids the problem of low recognition rate caused by Leap Motion, but also 
overcomes the problem of losing gesture information caused by simply using an 
algorithm, and accurately improves the recognition rate of gestures. Then, the 
effect of rehabilitation training on patients is evaluated with the idea of AHP, so 
that doctors can grasp the rehabilitation information of patients at any time. In 
order to achieve more effective rehabilitation of patients’ hand function training. 

2. Design and Implementation of Hand Rehabilitation  
Training System 

Leap Motion is a new type of somatosensory device [7], which adopts the princi-
ple of infrared binocular vision and uses infrared LED and cameras to complete 
the recognition and tracking of human hand movements in a way different from 
other motion control technologies. The two built-in cameras can capture the in-
formation in the shape of an inverted pyramid between 25 - 600 ms above, as 
shown in Figure 1. Leap Motion uses triangulation to locate the position infor-
mation of the hand in three dimensions. The basic unit of its collection is frame, 
with an average capture accuracy of 0.7 mm. At the same time, it records and 
tracks hand movement data at a rate of 200 frames per second. Each frame of 
data contains the position information of the key parts of the hand, including 
palm movement speed, palm normal vector, finger orientation and so on. This 
accuracy is much higher than Microsoft’s Kinect, and has higher acquisition ef-
ficiency and accuracy. 

Leap Motion transmits the captured static gesture position, vector informa-
tion, and dynamic gesture movement information to the computer for subse-
quent processing and gesture extraction and recognition through the USB inter-
face [8]. The specific gesture recognition process is shown in Figure 2. 
 

 
Figure 1. Leap Motion mapping range map. 
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Figure 2. Leap Motion gesture recognition flowchart. 
 

Among them, Leap Motion’s most important steps in gesture recognition are 
gesture segmentation, gesture analysis and tracking, and gesture recognition. 
The role of gesture segmentation is to separate the required gestures from the 
surrounding environmental factors, so as to better realize the recognition of 
gestures; the role of gesture analysis and tracking is to obtain the feature infor-
mation and motion characteristics of the gestures, thereby ensuring the subse-
quent algorithms Robustness; the role of gesture recognition is to accurately 
classify various types of gestures, and it is also the most critical step to make the 
type of gesture required to play a better role in applications based on gesture 
recognition. 

The system is based on Leap Motion hand function rehabilitation training 
system. For patients with hand dysfunction, they can perform self-rehabilitation 
training through PC-side system software, and the attending doctor can view the 
related evaluations obtained from patient training through its rehabilitation 
management system. Data for real-time post-rehabilitation tracking. First, a 
Leap Motion collects the patient’s gesture tracking data in real time, and reads 
and optimizes the gesture data through the data processing center on the PC, 
and matches the optimal path with the relevant model in the database to make 
the gesture data more accurate. Recognize more quickly, and then drive the ges-
ture model in the Unity3D scene to perform a series of rehabilitation training. 
The overall implementation of the gesture rehabilitation training system is 
shown in Figure 3. 

The hand functional rehabilitation training system is mainly divided into sev-
eral modules. The main part is around the PC end of the data processing center, 
followed by training games, gesture input, and system evaluation. Next is the 
specific function of each module of the system in Figure 4. 

Training game module: In order to enable patients to actively perform hand 
function rehabilitation training, author adopts a 3D virtual game developed in 
the Unity 3D environment. The hand model is made by 3Ds Max, which is more 
realistic, so that patients can feel the rehabilitation training in their hands. The 
fun is shown in Figure 5. Under the guidance of medical staff, patients can 
choose the difficulty of the game according to their illness, different difficulty 
games, the degree of bending of the fingers and the trigger effect to be achieved 
in the game are also different. Such immersive rehabilitation training will bring  
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Figure 3. Overall system framework. 
 

 
Figure 4. Internal structure of hand function rehabilitation system. 

 

 
Figure 5. System game interface. 

 
the body and mind to patients Joy. 

Gesture entry module: After the patient selects the difficulty of the game, there 
will be a demonstration of standard movements, what angle the finger needs to 
reach, and how long it is necessary to continue such movements. The patient can 
know in advance. After entering the action, after the improved AM-PCA algo-
rithm and SVM-NN optimization processing, the model in the game is driven to 
start the human-computer interaction experience. 

System evaluation module: The patient’s specific gesture data characteristic 
values (finger bending angle, action progress time, angular velocity, and spatial 
position) will be recorded in the database, and the final score will be calculated 
by weighted average calculation. Perform a comparative analysis to obtain the 
score this time. Follow-up treatment can be followed. One month is a course of 
treatment, and re-evaluation is performed every 3 - 5 days. The evaluation re-
sults of one month are visualized and processed. Assessing the undulation of the 
results, you can also continue to perform multiple courses and compare the un-
dulations between the assessment results of each course, which is very helpful for 
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the patients’ subsequent rehabilitation training. 

3. Improvement of Data Fusion Method Based on Leap  
Motion 

Leap Motion sensors have limited recognition capabilities from my experiments. 
Although human hand motion information can be obtained, it is inevitable that 
the lack of key information and non-contrast of key parts due to mutual occlu-
sion between fingers, as shown in Figure 6. 

In order to improve the stability and accuracy of the attitude data, this paper 
proposes to use the improved traditional principal component analysis data fu-
sion technology to perform data fusion on the real-time data collected by the 
sensor. Based on the characteristics of Leap Motion, reference [4] adopted a 
multi-sensor data fusion algorithm based on traditional principal component 
analysis (PCA). Although the ideal data was obtained, the traditional principal 
component analysis method was used to standardize the original data. At the 
same time as eliminating the impact of dimensions and orders of magnitude, it 
also eliminates the difference information of the degree of variation of each in-
dicator. Since the original data includes two types of necessary information, one 
type is the difference information of the degree of variation of each indicator it-
self, and the other type is the information of the interaction between the inte-
racts, so the resulting data cannot reflect all the information contained in the 
original data. Here, the mean value method (AM) [9] is added on the basis of 
PCA to improve the dimensionlessness of the original data, referred to as 
AM-PCA. Compared with traditional PCA, this fusion algorithm can collect 
more original information with fewer principal components, greatly reducing 
unnecessary workload and improving work efficiency. 
 

 
Figure 6. Missing information capture by Leap Motion due to finger occlusion. 
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1) The system sets the original gesture data information collected by the Leap 
Motion sensor to ( )1 2, , , nX x x x=  , and makes it as a whole, the detection 
value of the sensor is ix , and the averaged result is: 

ij
ij

j

x
Q

x
=                                (1) 

And the average value of each indicator is: 

( )1

1 , 1, 2, ,n
j ijix x j m

n =
= =∑ 

                     (2) 

2) Calculating the covariance matrix of p indicators after averaging  

( )ij m m
U u

×
= , where ij

ij
i j

S
u

x x
=

×
. 

3) Calculating the eigenvalue 1 2 0mλ λ λ≥ ≥ ≥ ≥  of the covariance matrix 
U of the m indexes after averaging, where iλ  represents the variance of the i-th 
principal component iy  and its weight at the corresponding position. And the 
corresponding normalized orthogonal eigenvector ( )1 2, , , mα α α , where 

( ) ( )1 2, , , , 1, 2, ,i i i im i mα α α α ′= =  . 
4) Calculating the variance contribution rate of each principal component: 

( )1 , 1, 2, ,m
i i jj i kα λ λ

=
= =∑                      (3) 

and cumulative variance contribution rate: 

( ) 1 1
k m

i ii ikα λ λ
= =

= ∑ ∑                        (4) 

ky ’s variance contribution rate kα  represents the proportion of 
( )var k ky λ=  in the total variance ( ) ( )1 1 1var varm m m

i i ii i ix y λ
= = =

= =∑ ∑ ∑  in the 
original index. That is, the information amount of the original m indicators ex-
tracted from the k-th principal component is proportional to the variance con-
tribution rate. 

5) Determine the k principal components according to the principle that the 
cumulative contribution rate is not lower than a certain threshold (85%), and 
then use the variance contribution rate of each selected principal component as a 
reference to obtain a comprehensive evaluation. 

In the experiment, Ap, Ai, At, Am, Ar and Al are selected to represent the nor-
mal vector perpendicular to the palm, the direction vector of the index finger, 
the direction vector of the thumb, the direction vector of the middle finger, the 
direction vector of the ring finger, and the direction vector of the little finger. 
There are 30 sets of data from 0 to 150 ms, and the time interval of each set of 
data is 5 ms. The original data is shown in Table 1. 

From the raw data in Table 1, the characteristic root iλ , the contribution rate 

kα  and the cumulative contribution rate ( )kα  of the covariance matrix V of 
the raw data before and after optimization are obtained by using Python to ob-
tain t(ms). The specific results are shown in Table 2. 

From Table 2 combined with Figure 7, the results can be analyzed more in-
tuitively. In the histogram, the abscissa corresponds to the cumulative variance  
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Table 1. Raw data. 

 5 10 15 20 25 30 35 40 … 135 140 145 150 

Ap 144.53 152.29 107.57 76.94 80.2 130.73 95.57 92.91 … 177.89 198.24 228.53 134.39 

Ai 21.89 13.71 8.44 7.67 7.57 8.87 8.67 9.24 … 23.29 14.4 20.72 12.09 

At 19.5 12.21 7.86 8.03 7.17 8.76 7.93 9.03 … 19.43 11.53 15.63 11.14 

Am 15.15 9.00 7.84 9.97 9.44 8.55 8.79 9.95 … 13.09 7.26 9.07 9.00 

Ar 8.02 3.77 1.61 3.54 1.9 1.19 1.75 3.19 … 5.82 2.29 4.13 0.42 

Al 10.07 4.34 1.85 4.21 2.25 1.38 2.02 3.82 … 7.16 2.63 4.82 0.49 

 
Table 2. Comparison of results before and after raw data optimization. 

 
Before Optimization After Optimization 

iλ  kα  ( )kα  t(ms) iλ  kα  ( )kα  t(ms) 

Ap 4.0429 40.43 40.43 16.3 3.3125 55.06 55.06 12.2 

Ai 3.0794 30.80 71.23 15.1 1.9034 35.45 90.51 13.7 

At 0.8009 8.01 79.24 17.8 0.4132 7.02 97.53 12.5 

Am 0.7529 7.53 86.77 13.2 0.0913 1.55 99.08 9.1 

Ar 0.7018 7.01 93.78 15.2 0.0385 0.65 99.74 11.6 

Al 0.6221 6.22 100.00 16.8 0.0154 0.26 100.00 14.8 

 

 
Figure 7. Histogram of cumulative variance contribution ratio before and after optimiza-
tion. 
 
contribution rate of the first n components (n = 1,2,3,4,5,6). Ap is the first prin-
cipal component. After the AM-PCM optimization, the variance contribution 
rate is about 15% higher than that before the optimization (40.43% to 55.06%). If 
the traditionally set cumulative contribution rate is not less than 85% threshold, 
then 4 principal components are required before optimization, and the cumula-
tive contribution rate of variance can only reach 79.24%, but only 2 principal 
components are required after optimization, that is the palm normal vector and 
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the position characteristic information of the index finger, and the cumulative 
contribution rate of variance is It has reached 90.51%. It can be seen that the 
AM-PCA optimization method can use less principal components to represent 
more original data information, thereby reducing a certain amount of work, im-
proving efficiency and reducing time complexity. Figure 7 corresponds to Table 
2, that is the histogram of the cumulative variance contribution ratio before and 
after AM-PCA optimization, and Figure 8 is the time complexity comparison 
line chart before and after AM-PCA optimization. 

4. Gesture Classification and Recognition Algorithm and  
Optimization Based on Leap Motion 

Nearest neighbor method (NN for short) is one of the most important methods 
in pattern recognition non-parametric method. A great feature of NN is that all 
sample points in each category are regarded as “representative points”. 1NN uses 
all training samples as representative points, so the distance between the sample 
to be identified x and all training samples needs to be calculated during classifi-
cation. The classification result is the category to which the training sample 
nearest to x belongs. KNN is a generalization of 1NN, that is, k-nearest neigh-
bors of x are selected during classification. To see which category the majority of 
the k neighbors belong to, classify x into which category [10]. 

Support vector machine is a very widely used algorithm in machine learning, 
derived from the structural risk minimization principle of statistical learning 
theory and VC dimension theory. The main idea is to map the original space to a 
high-dimensional feature space through a non-linear transformation, to find the 
optimal hyperplane in the new feature space, to maximize the classification 
boundary distance, and to construct an optimization problem to obtain the op-
timal classification decision function formula. After the feature space is trans-
formed into a low-dimensional feature space, the inner product operation is 
completed by using a kernel function to solve this type of optimization problem 

[11]. 
 

 
Figure 8. Time complexity versus line chart. 
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According to the respective characteristics of KNN and SVM, because KNN is 
based on traditional statistical theory, it needs a relatively large training set. 
SVM is based on statistical learning. The samples near the interface are basically 
support vectors, and SVM can be regarded as each class has only a Nearest 
Neighbor classifier representing the points, so the training set it needs can obtain 
the global optimal solution in a small-scale case. In the process of gesture classi-
fication and recognition based on Leap Motion, according to the characteristics 
of KNN and SVM, a method of combining KNN and SVM is proposed here. In 
the process of gesture classification and recognition, the SVM-NN combination 
algorithm is used to obtain each. When the distance between the sample and the 
SVM optimal hyperplane is greater than a given threshold, the sample is far 
away from the interface. Then use SVM to classify, otherwise use KNN to classi-
fy the test samples. 

The algorithm needs to match the gesture categories collected by Leap Motion 
with the characteristics of the action model set in advance. According to the 
unique three-dimensional spatial coordinates of each gesture category, the col-
lected information mainly includes Hand, Finger, Tool, Vector obtained from 
the frame data. Gesture and other types of data, the eigenvalues required here 
are thumb direction vector thumb_Direction, index finger direction vector in-
dex_Direction, middle finger direction vector middle_Direction, ring finger di-
rection vector ring_Direction, pinky direction vector pinky_Direction, palm 
normal vector palm_Direction. As shown in Figure 9, the vector data informa-
tion of the hand is shown in Table 3. 

Since Leap Motion generates 200 frames of data per second, the rate is too 
fast, and most of them are repetitive and unstable. In order to make the collected 
data more stable and effectively processed by the algorithm, the average of 4 
frames of data needs to be processed [12], which uses the following formula: 

( )
3

, 0,1, ,59; , , , , ,
4

a b
kba b

k

A
A b k p t i m r l

= +

== = =∑
            (5) 

 

 
Figure 9. Vector illustration of human hands. 
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Table 3. Vector data information of the hand. 

Eigenvalue 
Variable 

Thumb 
direction 

vector 

Index  
finger  

direction 
vector 

Middle  
finger  

direction 
vector 

Ring finger 
direction 

vector 

Pinky  
direction 

vector 

Palm  
normal 
vector 

Eigenvalue 
Variable sign 

At Ai Am Ar Al Ap 

Eigenvalue 
Variable 

Description 

Direction 
vector  

information 
for the 
thumb 

Direction 
vector  

information 
for the  

index finger 

Direction 
vector  

information 
for the  
middle  
finger 

Direction 
vector  

information 
for the ring 

finger 

Direction 
vector  

information 
for the  
pinky 

Vector  
information 

perpendicular  
to the center  
of the palm 

 
Akb indicates the hand feature vector. b indicates the number of frames of da-

ta. It is precisely because Leap Motion can only call the data of 60 frames in real 
time, so the value of b is 0 - 59, p, t, i, m, r, and l respectively represent palm 
normal vector, thumb fingertip direction vector, index fingertip direction vector, 
middle fingertip direction vector, ring finger tip direction vector, pinky fingertip 
direction vector. 

First, using the SVM algorithm to obtain its support vector, coefficients, and 
constant b. Let the test set be T, the support vector set is Ts, the number of KNN 
is k, and the classification threshold ε is usually set to about 1. SVM-NN is a 
simple SVM algorithm when ε is 0. The specific algorithm execution process 
flow chart is shown in Figure 10. 

In Figure 10, when the sample x to be tested belongs to the test set, the first 
step is to execute the SVM algorithm to obtain the function interval from the 
hyperplane equation g(x), that is the distance difference between x and the two 
types of support vector representative points. In the second step, comparing the 
absolute value of g(x) with the set threshold value to determine whether to use 
SVM or KNN. In the third step, the step function f(x) determines the function 
interval Signs to determine the results of the classification. 

The algorithm takes the stabilized processed frame data as input to perform 
the data training process, loops the process according to the characteristics of 
each input frame data, and finally obtains the determined gesture category. 

In this paper, through the study of the functional rehabilitation system of the 
opponent, a standardized assessment method for rehabilitation movements is 
studied to evaluate the rehabilitation effect of patients in real time. 

According to Table 2 in Chapter 3, when the human hand is undergoing re-
habilitation training, the feature vector Ap of the palm position and the feature 
vector Ai of the index finger direction occupy a large proportion of the original 
data information, and their respective variance contribution rates are 55.06% 
and 35.45%, so the following uses the index vector’s feature vector information 
as an example to reflect the accuracy and stability of the patient’s hand function 
rehabilitation. In the first step, the included angle θ (range of motion) between  
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Figure 10. Algorithm flowchart. 

 
the second and third phalanxes of the right index finger is set as the evaluation 
characteristic value; in the second step, the evaluation characteristic value is di-
vided according to the index finger from perpendicular to the horizontal plane. 
There are 4 states, that is, 3 processes. As shown in Figure 11, Figure (a): θ = 0, 
Figure (b): 0 < θ < 45˚, Figure (c): 45˚ < θ < 90˚, and Figure (d): θ > 90˚; the 
third step, the average angular velocity ωa and its standard deviation Sω, maxi-
mum angle ωmax, the elapsed time ti and its standard deviation St. 

After determining the evaluation indicators, this paper uses the idea of AHP 
[13] to analyze the relative weights of the indicators, so as to obtain the final 
evaluation score of the gesture rehabilitation action, which will help the attend-
ing doctor to track the patient’s later rehabilitation process in real time. In this 
article, the average angular velocity ωa and its standard deviation Sω, the maxi-
mum angle ωmax, the elapsed time ti, and its standard deviation St at each stage in 
the index finger movement process are used as evaluation indicators for gesture 
rehabilitation actions, and used as the judgment matrix B in the AHP. The main 
steps of the method are as follows: 

1) The relationship between each level of indicators is determined by the “1-9 
Scale Method”, and the evaluation index system of the evaluation system is for-
mulated. The specific scoring system of each evaluation index is shown in Table 
4. 

https://doi.org/10.4236/jcc.2021.91003


Z. G. Xiao et al. 
 

 

DOI: 10.4236/jcc.2021.91003 31 Journal of Computer and Communications 
 

 
Figure 11. Classification of the eigenvalues. 
 
Table 4. Evaluation indicators. 

Evaluation Indicators Phase one Phase two Phase three 

Mean Angular Velocity E11(ω1) E21(ω2) E31(ω3) 

Maximum Angular Velocity E12(ωm1) E22(ωm2) E32(ωm3) 

Maximum Angle E13(G1) E23(G2) E33(G3) 

Time E14(t1) E24(t2) E34(t3) 

Time Standard Deviation E5(St) 

Mean Angular Velocity  
Standard Deviation 

E6(Sω) 

 
2) Using the “1-9 Scale Method” to make a pairwise comparison of the indi-

cators at each level, and then obtain a judgment matrix { }ijB b= . 
3) Multiplying the elements of each row in the judgment matrix B to obtain 

the product Ci of each row, as shown in the following formula:  

1 , 1, 2,3, ,n
i ijjC a i n

=
= =∏                        (6) 

Taking the nth root of each row of Ci: 

, 1, 2,3, ,n
i id C i n= =                         (7) 

Normalize the vector [ ]T1 2 3 nD D D D , as shown in the following formula: 

1

i
i n

ii

d
D

d
=

=
∑

                           (8) 

Di is the weight value of the requested index. 
According to the above steps, perform real-time feedback on the stability and 

accuracy of the patient’s rehabilitation effect. During the preset index finger 
movement, the time limit of the three stages is set to 5 seconds, if it is not com-
pleted in the first stage, it was judged as failing. The average angular velocity, 
maximum angular velocity, and maximum angle of each stage are used to reflect 
the accuracy of the rehabilitation effect. Reflect the stability of the rehabilitation 
effect according to the time, time standard deviation, and average angular veloc-
ity standard deviation of each stage. According to the three rehabilitation stages 
set by the system, three threshold points of 60 points (passing points), 80 points 
(excellent points), and 100 points (health points) are set for doctors’ reference, 
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and the six evaluation indicators included in the evaluation system are calculated. 
Let the score of each evaluation index be { }11 12 13 14 21 05 06, , , , , , ,F F F F F F F F=  . 
The scores corresponding to each evaluation index are shown in Table 5. 

The difficulty level of each rehabilitation stage is determined by the activity 
characteristics of the human hand. The stage difficulty ratio set here is 1:2:3. In 
summary, the comprehensive evaluation of the index finger during the rehabili-
tation process is: 

( ) ( )

( )

11 12 13 14 21 22 23 24

31 32 33 34

1 2
6 6

3
6

iF F F F F F F F F

F F F F

= + + + + + + +

+ + + +
         (9) 

iF  is just the index of rehabilitation evaluation of the index finger. The over-
all index of rehabilitation evaluation needs to be the sum of the evaluation scores 
of the remaining feature vectors in the same way. 

5. Experiments and Analysis 

The experimental environment of this experiment includes a computer, the pro-
cessor is Intel (R) Core (TM) i7-4790; the memory is 8 GB; the graphics card is 
NVIDIA GeForce GT 720; the computer system is Windows 10 Education Edi-
tion 64-bit system; a Leap Motion and its Leap_Motion_SDK_Windows_2.3.1; 
the development platform is Unity 2017.1.0f3 (64-bit). 

This experiment uses Leap Motion to make accurate classification and recog-
nition of gestures. Here author uses 3 gestures as examples. Each gesture collects 
100 sets of gesture data, of which training group and test group are divided into 
according to a 1:1 ratio. An example of a gesture diagram used for selection is 
shown in Figure 12. The three gestures in the figure correspond to the three 
gestures of flipping the cube in the rehabilitation system, which are “grab”, “ro-
tate”, and “release”. The algorithm uses the eigenvalue variables of the gestures 
mentioned above: the thumb direction vector At, the index finger direction vec-
tor Ai, the middle finger direction vector Am, the ring finger direction vector Ar, 
the little finger direction vector Al, and the palm normal vector Ap. KNN, SVM, 
and SVM-NN, this three algorithms are tested separately, and the corresponding 
recognition accuracy and average accuracy are obtained. 
 
Table 5. Evaluation indicator scores. 

 Evaluation Index Phase One Phase Two Phase Three 

Accuracy 

Mean angular velocity F11 F21 F31 

Maximum angular velocity F12 F22 F32 

Maximum angle F13 F23 F33 

Stability 

Time F14 F24 F34 

Time standard deviation F05 

Mean angular velocity  
standard deviation 

F06 
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From the data in Tables 6-8, it can be concluded that the average recognition 
rate of KNN when used alone is low, only 80%; SVM has a significant improve-
ment over KNN, with an average recognition of 90.67% Rate; the average recog-
nition rate of the SVM-NN algorithm proposed in this paper reaches 98%, and 
even some gestures can reach 100% recognition accuracy, which also verifies that 
the algorithm in this paper is indeed more effective than the KNN and SVM al-
gorithms when used alone practical. 

In addition, using the AM-PCA algorithm in this paper to solve the problem 
of missing key information due to mutual occlusion between fingers, and the 
phenomenon of non-contrasting parts also played a good role, as shown in Fig-
ure 13. 
 

 
Figure 12. Gesture legend. 
 

 
Figure 13. Comparison chart after algorithm optimization. 

 
Table 6. KNN algorithm’s test results. 

Signal Types 
Training 
Samples 

Test 
Samples 

Correct 
Number of 

Samples 

Recognition 
Accuracy 

Average 
Accuracy 

Grasp 50 50 40 80% 

80% Rotate 50 50 38 76% 

Release 50 50 42 84% 
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Table 7. SVM algorithm’s test results. 

Signal Types 
Training 
Samples 

Test Samples 
Correct 

Number of 
Samples 

Recognition 
Accuracy 

Average 
Accuracy 

Grasp 50 50 44 88% 

90.67% Rotate 50 50 45 90% 

Release 50 50 47 94% 

 
Table 8. SVM-NN algorithm’s test results. 

Signal Types 
Training 
Samples 

Test Samples 
Correct 

Number of 
Samples 

Recognition 
Accuracy 

Average 
Accuracy 

Grasp 50 50 49 98% 

98% Rotate 50 50 48 96% 

Release 50 50 50 100% 

 
This picture is an effect picture collected without the optimization algorithm 

proposed in this paper. There is a phenomenon of lack of information and un-
matched arms in another arm. The right picture is a real-time effect picture col-
lected after the optimization algorithm proposed in this article. The missing in-
formation has been repaired to a great extent, and the comparison of the arms 
has been improved to a greater extent than before. It also verifies the accuracy 
and effectiveness of the optimization algorithm in this paper. 

6. Conclusions 

In practice, by optimizing the traditional fusion algorithms PCA, KNN, and 
SVM, Leap Motion is used as a platform to show good results in real time, which 
greatly helps patients with hand function rehabilitation. In the hand function 
rehabilitation training system proposed in this paper, the medical staff can refer 
to the patient’s difficulty score in the rehabilitation training system to give an 
evaluation, achieved better human-computer interaction, being very useful for 
patients’ subsequent treatment, and lay a solid foundation for the combination 
of medical development and human-computer interaction. 

Although this paper has completed the key technology research of the hand 
function rehabilitation training evaluation system based on Leap Motion, it still 
lacks authenticity and aesthetics in the design of the virtual game scene for hand 
function patient rehabilitation, and there is still some room for optimization. 
The PCA and SVM optimization algorithms proposed in this paper also have 
some room for improvement in accuracy and real-time performance. Finally, the 
idea of AHP is used as the evaluation method of the rehabilitation evaluation 
system. There are certain subjective factors in it. More experiments will be 
needed to demonstrate it to promote the development of human-computer in-
teraction in the future. 
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