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Abstract 
This paper proposes a new approach for load balancing by using receiv-
er-initiated load transfer method. Usually data transfer for load balancing 
starts from a sender node. This is what called a sender-initiated method. In 
this paper, instead, a load balancing action starts from a receiver node; the 
receiver node initiates load balancing for asking a sender node for load trans-
fer. Fuzzy logic control is applied in this approach to avoid using a fixed 
threshold value in load balancing in ad-hoc networks. Performance for the 
receiver-initiated approach is evaluated and compared with other load ba-
lancing approaches—BID protocol, fuzzy logic sender-initiated algorithm and 
non-fuzzy (threshold based) receiver-initiated algorithm. The results show 
that the receiver-initiated approach improves network performance by com-
paring with the other three. 
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1. Introduction 

Computer networks can provide computation parallelism. However, an imbal-
ance in workloads among computers reduces the performance of these systems. 
To take advantage of the full capacity of these computer systems, load balancing 
and load sharing algorithms have been devised to improve the performance of 
these systems by the appropriate transfer of tasks among available computers. 

There are several algorithms for load balancing and load sharing. Most of 
them use local information for transferring excessive loads from heavily loaded 
nodes to lightly loaded nodes. Moreover, fixed threshold levels are used in those 
works to decide whether a node is heavily or lightly loaded [1]. An alternative 
approach to improve the system performance is to use fuzzy logic control in a 
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distributed network system [2] [3]. 
In general, there are two different ways to balance loads among computers 

[4]-[13]—static and dynamic. 1) In the static method, threshold levels are fixed 
and are not changed according to the current status of the system. Therefore, 
nodes in the system do not exchange state information for choosing new thre-
shold level(s). 2) In contrast in the dynamic method, threshold levels are 
changed according to the current status of the system and state information ex-
change is a necessary part of this approach. Dynamic methods generally react 
better to changes in the system state compared to the static methods and as a 
result have better performance.  

Usually, there are two main methods for load balancing—sender-initiated and 
receiver-initiated methods. For sender-initiated methods, a heavily loaded com-
puter initiates load balancing approaches for load transfer. The sender sends re-
quest to the network to ask nodes for load transfer [3] [14]. On the contrary, a 
lightly loaded computer initiates load balancing in receiver-initiated methods. I 
have showed in [3] that the sender-initiated method using fuzzy logic control 
method has a better performance than conventional methods, and further it is 
more stable than the algorithm using non-fuzzy logic control (i.e. algorithm us-
ing discrete threshold levels). In this paper, I use receiver-initiated method with 
fuzzy logic control for load balancing and compare the system performance with 
other algorithms. 

Section 2 introduces the fuzzy logic control concept. Section 3 discusses the 
system model. Section 4 includes the details of the proposed protocol. Section 5 
shows preliminary simulation results and Section 6 presents the conclusion. 

2. Fuzzy Logic Control 

In this section, I introduce the basic concept of fuzzy logic control proposed by 
Zadeh in 1965. For a good explanation, see [15]. Fuzzy logic is a powerful tool in 
representing linguistic information and is very useful to solve problems that do 
not have a precise solution and the conventional methods cannot solve them 
very well. For example, a computer load can be regarded as a linguistic variable 
and its value can be considered as light, moderate, and heavy. Figure 1 shows an 
example, where if the load is between 0 and 30, or between 10 and 70, or more 
than 50, then the computer is considered as lightly, moderately, or heavily 
loaded respectively. In this figure, the horizontal axis represents a computer load 
and the vertical axis shows the membership function and the degree a computer 
load is lightly, moderately, or heavily loaded. For example, point A in this figure 
represents that the computer load is 100% lightly loaded, in contrast to the point 
B where the computer load is considered 80% lightly loaded and 40% moderately 
loaded. 

In the conventional load balancing schemes with a single threshold level, a 
computer system load status is considered either lightly loaded or heavily loaded 
depending on whether its load is below or above a threshold level. Therefore, a  
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Figure 1. Fuzzy functions for the load of nodes. 

 
computer system, which is lightly loaded, may suddenly become heavily loaded 
by receiving an extra load. In contrast, in a fuzzy logic control, a computer sys-
tem load status gradually changes from the lightly loaded status to the heavily 
loaded status depending on its membership function that represents a more rea-
listic change of load status than conventional methods. Hence there is a greater 
potential for system stability due to reducing unnecessary jobs movements and 
reducing thrashing probability. 

Basically, a fuzzy logic control scheme includes inputs, an inference mechan-
ism, and an output. After the input variables are determined, a rule based engine 
can be set in the form of “IF A and B THEN C”, where A, B, and C are fuzzy sets. 
Figure 2 shows the fuzzy logic controller structure that consists offuzzifier, infe-
rence machine, defuzzifier, and rule base components. 

Fuzzifier converts the input values to degrees of membership via the mem-
bership functions. Usually, the degrees are between 0 and 1. Inference machine 
implements rule references according to the fuzzy rule base in order to generate 
outputs. Inference rules use the MAX-MIN method to generate the output de-
grees. Defuzzifier then uses the output degrees to calculate the output crisp val-
ue.  

3. System Model 

I assume that underlying computer networks have a hierarchical structure and 
use the system model in [3]. For example, as shown in Figure 3, several nodes 
form a group and each group contains a node called designated representative 
(DR), which communicates with the DRs in other peer groups. Group 1contains 
three nodes—A.1.1, A.1.2, and A.1.3, where A.1.2 is the DR in this group. Group 
2 contains four nodes – A.2.1, A.2.2, A.2.3, and A.2.4 and A.2.2 is the DR of the 
group. Group 3 contains four nodes—B.1, B.2, B.3 and B.4, where B.1 is the DR 
of the group. All these three groups are physical groups. Group 4 is a logical 
group at the next level of the hierarchy. Each node in a logical group is a logical 
node that represents the whole lower group for the next level in the hierarchy. 
For example, logical node A.1 represents Group 1 and logical node A.2 
represents Group 2. 

This hierarchical structure is similar to the computer networks structure 
where each of the physical groups 1, 2, and 3 may represent a Local Area Net-
work (LAN), and each of the next level groups, like Group 4, may represent a  
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Figure 2. Fuzzy logic controller architecture. 
 

 
Figure 3. System configuration for load balancing. 
 
Metropolitan Area Network (MAN), and each of the higher groups, like Group 
5, may represent a Wide Area Network (WAN). This structure is similar to In-
ternet and Asynchronous Transfer Mode (ATM) network structures. In this 
model, it is assumed that logical nodes at upper levels are represented by the 
physical nodes at the lowest levels. For example, the physical nodes A.1.2 and 
A.2.2 represent logical nodes A.1 and A.2 respectively. 

4. Receiver-Initiated Fuzzy-Logic Load Balancing Approach 

The approach is composed of the following main steps. 

4.1. Group Forming 

In order to reduce the communication overhead, nodes at close distance may 
form a group. For instance, all or some of the nodes in the same Local Area 
Network (LAN) may form a group. In the system model, nodes may join or leave 
their groups dynamically. A node may join a group by sending a message to its 
group’s DR. For a node to leave a group, the node has to send its entire load to 
some other nodes. This step is implemented as follows: 
 The leaving node sends a “LEAVE” message to its DR about its leaving deci-

sion. 
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 Then the DR finds suitable nodes for load transfer.  
 The leaving node will transfer its loads in its queue without accepting loads at 

the same time. If it’s loads are not completely transferred after a certain time 
period, then the remaining jobs in the queue are dropped. The time period is 
variable and, for instance, set to at least twice the maximum allowance of 
waiting time for making a load transfer request. 

4.2. Fuzzy Logic Load Balancing Algorithm 

The following are main the steps for the algorithm. 
 Fuzzification 

Every node should evaluate its own load status as new jobs came in. First, the 
workload of a node is determined. Then it is used as an input to its membership 
functions for finding its degree according to a table, which is explained later. 
 Applying the inference rules  

A lightly loaded node may send a request for finding a heavily loaded node for 
the load transfer using the fuzzy logic inference rules. 
 Defuzzification  

I use the centroid method [15] to determine the output crisp value (the load 
transfer probability). Once the workloads for the sender and receiver are known 
and the inference rule is applied, then the output crisp value is found from the 
output membership functions. 
 Find the suitable node for the load transfer 

The easiest way for a heavily node to find a suitable node for load transfer is to 
use the first request node it receives. There might be several nodes that are 
lightly loaded to ask for load transfer and the requesting node may choose the 
least lightly loaded node. One method is to choose the node that has the highest 
crisp value after the defuzzification process. 
 Transfer the loads from the sender to the receiver 

It is possible that some of the senders may request the same receiver at the 
same time. The system performance may degrade if the receiver accepts all the 
requests. To prevent this to happen, the receiver may choose only the first re-
quest and reject the others.  

4.3. Fuzzy Logic Control 

Two input variables are used – the current load of the sender and the current 
load of the receiver. The output is the probability for the load transfer. The big-
ger the output is, the higher the probability to transfer the loads of the node. Five 
fuzzy subsets for the input variables are defined—VL, L, M, H, and VH, which 
represents very lightly loaded, lightly loaded, moderately loaded, heavily loaded, 
and very heavily loaded states respectively. Similarly, five subsets are defined for 
the output variable—VL, L, M, H, and VH, which similarly represent the very 
low, low, medium, high, and very high probabilities for load transfer between the 
two nodes. The membership functions for input and output variables are shown 
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in Figure 4 and Figure 5 separately, and the rules for the rule base are shown in 
Table 1. 

For example, if a sender is lightly loaded, then the probability that it probes 
and balances its load with a receiver, which is moderately loaded, is very low ac-
cording to the reference rules in the Table 1. But when the probing sender is 
heavily loaded and the probed receiver is very lightly loaded, the probability that 
they balance their loads is high. In this case, if the output crisp value (output 
probability) is 0.9, there is a 90% chance (probability) that the heavily loaded 
sender balances its loads with the lightly loaded receiver. 

4.4. Receiver-Initiated Load Balancing Protocol 

An end node is a leaf node in the hierarchical structure of the network. It is as-
sumed that the system is homogeneous, in the sense that every node has the  
 

 
Figure 4. Membership functions for input variables. 
 

 
Figure 5. Membership functions for output variables. 
 
Table 1. Inference rules for fuzzy logic control in load balancing. 

Receiver Load 
Sender load 

VL L M H VH 

VL VL L M H VH 

L VL VL L M H 

M VL VL VL L M 

H VL VL VL VL L 

VH VL VL VL VL VL 
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same membership function and each node can use that membership function. 
Contrary to the sender-initiated protocol, in receiver-initiated protocol, an end 
node sends a load transfer request to other nodes when it is lightly loaded. A 
node checks its load status using fuzzy logic control first. If it is lightly loaded, 
then it uses multicast method to send a request to other nodes in its own group 
asking for load transfer. If there is no heavily loaded node available in its own 
group, then the node sends a request to the DR of its group for finding a lightly 
loaded node in other groups. Next, the DR of its group randomly chooses a DR 
in the same logical group and sends a load transfer request to that DR. After re-
ceiving that request, that DR multicasts a load transfer request to the nodes in its 
group. 

The algorithm for the DR is similar to the sender-initiated protocol except 
that the DR will continue the search until either it successfully finds a heavily 
loaded node or exhaustively searches the entire network hierarchical tree struc-
ture.  

4.4.1. Algorithm for a DR Node Using Receiver-Initiated Protocol 
When a DR node receives a “LOAD-TRANSFER” message, it will perform the 
following: 

1) When a DR node receives the “LOAD-TRANSFER” message from an 
End-Node within its own group, then the DR node sends a “LOAD-TRANSFER” 
message to another DR node in its logical group. 

2) When a DR node receives a “LOAD-TRANSFER” from another DR, then it 
multicasts a “LOAD-TRANSFER” message to the End-Nodes within its group. 

3) The DR node, which has sent a “LOAD-TRANSFER” message, waits for a 
time out equal to the maximum round trip delay in the network. 

3a) If the DR node receives a “FOUND” message, then it terminates the search 
and relays the “FOUND” message to the last DR that sent a “LOAD-TRANSFER” 
message. 

3b) If the DR does not receive a “FOUND” message within a time out equal to 
the maximum round trip delay in the network, then it should poll another DR 
within its logical group if one exists. Then it sends a “LOAD-TRANSFER” mes-
sage to that DR it chooses, or else it sends a “LOAD-TRANSFER” message to its 
own DR in the next upper level in the network hierarchical tree structure, which 
will follow similar steps recursively. 

3c) The DR node should continue the search until either it successfully finds a 
heavily loaded node or exhaustively searches the entire network hierarchical tree 
structure. 

4.4.2. Algorithm for an End Node Using Receiver-Initiated Protocol 
The algorithm for an end node is explained as below. 

1) Multicast a “LOAD-TRANSFER” message to all the nodes within its own 
group. 

2) Wait to receive replies from the nodes within the group which are heavily 
or very heavily loaded defined according to the fuzzy logic control scheme. The 
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wait time could be equal to the maximum round trip delay in the network. 
3) A heavily loaded node may receive different load transfer requests from 

different lightly loaded nodes. Then this heavily loaded node chooses the least 
lightly node (defined according to the fuzzy logic control) for load transfer and 
sends an acknowledgement to that lightly loaded node.  

4) If a lightly loaded node is chosen by a heavily loaded node, then it runs the 
fuzzy logic rule based control to get the output crisp value P—the probability for 
the load transfer. Next, this lightly loaded node gets M loads from the heavily 
loaded node where ( )M P LS LR 2= ∗ − , LS is the load of the sender and LR is 
the load of the receiver. 

5) Otherwise, the lightly loaded node sends a “LOAD-TRANSFER” message 
to the DR of its group. Then the DR sends this message out to other DRs within 
its own group for finding some other heavily loaded end nodes in other groups 
(as was explained in the DR protocol) for load transfer.  

5a) If a heavily loaded node is found in other group, then run the fuzzy logic 
rule based control to get the output crisp value P and transfer M loads to the 
lightly loaded node, where ( )M P LS LR 2= ∗ − . And also send a “FOUND” 
message to the corresponding DR. 

Example: Assume that all the nodes in Group 1 (LAN 1) in Figure 3 are 
lightly loaded. Thus a lightly loaded node A.1.1 has to find another node in other 
groups for load transfer. First node A.1.1 sends a request to its DR (node A.1.2) 
for load transfer. Logical node A.1 in Group 4 represents the nodes in Group 1. 
Logical node A.1 (acting as the DR in Group 1) sends a request to the logical 
node A.2 in Group 4 for finding a heavily loaded node in Group 2. Logical node 
A.2 represents the nodes in Group 2 (LAN 2) and acts as the DR of Group 2. 
Therefore, A.2.2 (the DR of Group 2) uses multicast to send requests to all the 
nodes within Group 2. If there is a heavily loaded node in Group 2, then it will 
reply directly to the original node A.1.1 that sent the load transfer request. At 
this time, that heavily loaded node starts transferring loads directly to the origi-
nal node A.1.1 and sends a “FOUND” message to its DR to stop the search. If 
that heavily loaded node receives more than one request from other lightly 
loaded nodes during a period, then it selects the least lightly loaded node and 
sends an acknowledgement to that lightly loaded node for load transfer. 

5. Preliminary Simulation Results and Analysis 
5.1. Simulation Environment 

Network simulator NS-2 [16] is used for the simulation study. Figure 6 shows 
the system used for the simulation. There are three groups in the system with 3 
nodes in each group. Each group represents a local area network. Transport 
layer protocol UDP (User Datagram Protocol) [17] is used for this study. The 
communication speed for each link is considered to be 5Mb/sec. Jobs arriving to 
nodes are assumed to have exponentially distributed service and inter-arrival 
time. It is assumed that the mean job arrival rate for each node is λ, the service  
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Figure 6. System model for simulation. 
 
time for each node is S, and the utilization for that node is U = λS. I assume that 
S is equal to 50 time units and the utilization for all the nodes in the system is 
less than 1 except for Node 1 in Physical Group 1 and Node 4 in Physical Group 
2, which generate jobs more than what their queues can store. This forces these 
nodes to transfer some of their loads to other nodes when their loads are above 
the heavily loaded region according to the fuzzy logic control. It is also assumed 
that arriving jobs are dropped when the node’s queue is full. 

5.2. Performance Comparison 

In this study, I compare the performances of the following three algo-
rithms—BID [18], Non-Fuzzy Logic Receiver-initiated and Fuzzy Logic Receiv-
er-initiated algorithms.  

5.2.1. BID Algorithm 
A node multicasts a request to the other nodes in the same group when it is 
lightly loaded. Each of the other nodes sends an acknowledgement back to that 
node when each receives the request and is heavily loaded. If none of the nodes 
in the group are available for load transfer, then the requesting node waits for 
some period of time and then re-sends the request again instead of sending its 
request to the nodes in other groups. 

5.2.2. Non-Fuzzy Logic Receiver-Initiated Algorithm 
The Non-Fuzzy Logic Receiver-initiated algorithm uses the same system struc-
ture and the transfer protocol as I described in Section 3 and Section 4. Howev-
er, it does not apply fuzzy logic control; instead, it uses fixed threshold levels to 
decide whether a node is heavily or lightly loaded. Unlike the BID algorithm that 
sends requests only to the nodes within a group, the non-fuzzy logic receiv-
er-initiated algorithm may send requests to other nodes in different groups to 
ask for load transfer. 
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5.3. Performance Comparison of Receiver-Initiated Protocol 

The following figures compare performances of these three algorithms. Figure 7 
and Figure 8 show the comparisons of execution times and drop rates for these 
load balancing algorithms running 5000 jobs executed. From Figure 7, I can see 
that the system performance using fuzzy receiver-initiated algorithm is the best 
among these three algorithms. BID algorithm is the least efficient one among 
them according to the data collected. The Fuzzy Logic Receiver-initiated algo-
rithm outperforms Non-Fuzzy Logic Receiver-initiated algorithm then system 
utilization is less than 0.7, and they almost have the same system performance 
when utilization is higher than 0.7. 

With respect to the drop rate comparison among these algorithms, the Fuzzy 
Logic Receiver-initiated algorithm still outperforms the two other algorithms. 
Figure 8 shows that the drop rate for Fuzzy Logic Receiver-initiated algorithm is 
lower than that using Non-Fuzzy Logic Receiver-initiated algorithm, especially 
when the utilization is low. This indicates that the system is more stable using 
Fuzzy Logic Receiver-initiated algorithms than using Non-Fuzzy Logic Receiv-
er-initiated algorithms. 

5.4. Performance Comparison of Receiver-Initiated and  
Sender-Initiated Protocols 

In this section, I compare the system performance under the Fuzzy Logic Send-
er-initiated and Receiver-initiated protocols. The results are shown in Figure 9 
and Figure 10. It is shown in Figure 9 that the system performance using Fuzzy 
Logic Sender-initiated protocol is better than that using Fuzzy Logic Receiv-
er-initiated protocol. Figure 10 shows the result of drop rate for both protocols. 
Similarly, the drop rate for Fuzzy Logic Sender-initiated protocol is a little bit 
lower than that using Fuzzy Logic Receiver-initiated protocol when utilization is 
higher than 0.3. This means that a system under the Fuzzy Logic Sender-initiated 
protocol is more stable than that under the receiver-initiated protocol when sys-
tem has high utilization. 
 

 
Figure 7. Performance comparison for receiver-initiated protocol. 

 

 
Figure 8. Drop Rate Comparison for Receiver-Initiated protocol. 
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The results in Figure 9 are slightly different from the results in [19] for the 
following two reasons. First, I use multicast in the protocols where a heavily 
loaded node (for Fuzzy Logic Sender-initiated protocol) or a lightly loaded node 
(for Fuzzy Logic Receiver-initiated protocol) only sends a request out to every 
node asking for load transfer, instead of sending requests to each nodes one by 
one as is done in conventional methods [19]. This reduces the probing time for a 
node to find other nodes for load exchanging for both sender-initiated and re-
ceiver-initiated methods; which means that there is no time difference for these 
two protocols to probe other nodes. Secondly, the number of ACKs transferred 
in the Fuzzy Logic Sender-initiated protocol is less than that in the Fuzzy Logic 
Receiver-initiated protocol. For example, only one ACK is needed for the Fuzzy 
Logic sender-initiated protocol, while it needs two ACKs for the Fuzzy Logic 
Receiver-initiated protocol. Figure 11 shows the steps and ACKs for both pro-
tocols. 
 

 
Figure 9. Performance comparison for sender-initiated protocol and re-
ceiver-initiated protocol. 

 

 
Figure 10. Drop rate comparison for sender-initiated protocol and re-
ceiver-initiated protocol. 

 

 
Figure 11. Steps and number of ACK for receiver-initiated and sender-initiated proto-
cols. 
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6. Conclusions 

This paper proposes a Fuzzy Logic Receiver-initiated load balancing protocol, 
which uses fuzzy logic control for load transfer. This protocol is based on a logi-
cal hierarchical structure that locates nodes for load transfer dynamically. To 
save the bandwidth of the network, multicast is used in the protocol. The simu-
lation results showed that the performance of Receiver-initiated load balancing 
protocol is better than the BID methods for the data considered, and is better 
than the Non-Fuzzy Logic Receiver-initiated protocol when utilization is less 
than 0.7. The Fuzzy Logic Receiver-initiated protocol has the same system per-
formance as the Non-Fuzzy Logic Receiver-initiated protocol when system utili-
zation is higher than 0.7. All the results support that the system architecture and 
the protocol used in this study result in better system performance compared to 
some conventional load balancing methods.  

Simulation results also showed that the Fuzzy Logic Receiver-initiated proto-
col is stable and smooth because no fixed threshold levels are used and there is a 
smooth transition from lightly to moderately, and to heavily loaded status and 
vice versa. The results also concluded that Fuzzy Logic Sender-initiated protocol 
has better system performance than the Fuzzy Logic Receiver-initiated protocol 
with the data and simulation model used.  
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