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Abstract 
AI techniques are proving unbeatable in the fight for supremacy in methods 
of evaluation, optimization, control, object recognition, sensor monitoring, 
image interpretation, machine learning, rapid data access and storage, speech 
recognition, process automation, new learning capabilities, etc., all aspects are 
related to how computers will be used from now on in the future. The medical 
field, especially robotic surgery, will fully benefit from all the advantages of AI 
techniques. Monitoring surgical operations, more precise and robotic control 
of medical instruments, reconstruction of the anatomy and surgical scene, ad-
vanced visualization and segmentation techniques, are already methods that 
are applied and that use some AI techniques, but still timidly and selectively 
in medical areas. The article presented here proposes innovative methods for 
recognizing medical instruments used in surgical operations, evaluating their 
positioning, including in 3D space, obtaining position information based on 
advanced labeling information stored in the database, and CAD models of fo-
cused objects. 
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1. Introduction 

Robotic surgery allows to the medical teams to perform many types of complex 
medical procedures with more operational precision at the injury site, smaller in-
cisions, lower risk of infection, less pain for the patient, reduced blood loss, faster 
rehabilitation, better control of the movement of medical instruments, more flex-
ibility in actions, more complete and adequate storage of information, monitoring 
of the entire process, rapid access to pre-operative information, better ergonomics 
and reduced physical strain for the medical team. That is why, at least to date, 
robotic surgery proves to be the best option among all minimally invasive tech-
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niques. 
Medicine today is at the intersection of two significant trends. The first trend is 

the increasing attractiveness of robotic medical procedures, which have beneficial 
effects on medical outcomes. The second trend is the increasing cost of expenses, 
as a result of the introduction of new technologies that include new materials, com-
plex mechanical parts, and advanced software applications. Artificial Intelligence 
(AI) has come to help in both trends.  

The use of artificial intelligence, in particular the deep-learning subtype, has made 
it possible to use labeled big data, along with significantly improved computing 
power and cloud storage. In medicine, in particular, this is starting to have an 
impact on many levels: improve quality of the medical procedures, fast and accu-
rate image interpretation, less medical errors, better access to remote diagnostic 
methods (telemedicine), automation of medical procedures, dedicated machine 
learning, 3D reconstruction, advanced sensors monitoring, storing medical infor-
mation for post-treatment or educational purposes and information distribution 
worldwide [1]. 

Storing information and interpreting it quickly has become an increasingly dif-
ficult task, even in the medical domain. That is why a medical history remains cru-
cial for timely treatments, but also very useful for current interpretations.  

Education, lifestyle, eating habits, environmental factors, and the balance of all 
factors related to a normal life, all play a major role in the success of any general 
medical action. Understanding all risk factors and their risk weight can play a de-
cisive role in the medical act. Life-threatening risks can be diagnosed at early stages 
using predictive analysis. This allows doctors to make prompt decisions and act 
effectively on the results to save lives, improve rehabilitation and reduce unneces-
sary costs. 

Looking deeper, there are notable deficiencies in any healthcare system that 
have long-lasting effects on healthcare and are responsible for the overall level of 
healthcare quality. These include a considerable number of diagnostic errors, mis-
takes in establishing proper treatments, an enormous waste of resources, ineffi-
ciency in workflow, inequities and inadequate waiting time for the patient to reach 
a specialist. 

Interpreting current medical results, most being in form of data values and med-
ical imaging maps, also requires considerable effort from the healthcare providers. 
The best monitoring methods for critical medical cases imply continuous moni-
toring, both sensory and imaging [2].  

Since the early stages of scanning and loading medical images into a com-
puter, researchers have sought to build automated analysis systems. Measuring 
distances, scaling images, improving quality and contrast, advanced area selection 
and color segmentation, comparing results with reliable databases for similarity, 
and assessing the severity of the medical case, medical reconstruction, etc., were 
just a few of the improvements brought to the system of visualization of medical 
results. 
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The father of AI, John McCarthy, defines intelligence as the ability of humans 
to achieve certain goals that you set for yourself in life or that life itself sets for 
you. John McCarthy also provides that AI is the science of making machines with 
some intelligence, especially through intelligent IT programs. AI is about using 
computers to understand human intelligence also. But AI doesn’t have to be lim-
ited to the classical methods of human intelligence, and will actually bring many 
improvements to it, through the way we learn and understand everything in the 
future [3].  

No other theory or unifying paradigm established so far in history has guided 
research as much as AI has [4]. 

A sub-field of AI is machine learning. This has an unprecedented success with 
statistical machine learning in the 2010s when it eclipsed all other approaches. 
However, this approach is largely sub-symbolic, neat but weak, and narrow in ap-
proach. Critics argue that these drawbacks could be revisited by future generations 
of AI researchers [5]. 

AI is a research tool and an opportunity for humanity! 
In another form of definition, artificial intelligence is a field that combines com-

puter science routines and data sets to enable faster problem-solving. The subfields 
of machine learning and deep learning contain AI algorithms that aim to create 
expert systems that make predictions, classifications and better selections based 
on input data. 

A deep learning neural network consists of digitized inputs (e.g. sets of values, 
images, sounds, etc.), which are passed through multiple layers of “neurons” which 
progressively detect certain well-defined specific features, and which ultimately pro-
vide the output matrix with the best similarity from all points of view [6]. 

Creativity has partially passed from human abilities to those of computing ma-
chines. 

There is a huge interest in AI applications, including the processing of images, 
especially given large data sets, substantial advances in machine learning, and the 
opportunities presented by quantum computing and the need to develop new al-
gorithms. 

In addition to developing new AI methods themselves, there are many oppor-
tunities and challenges for the scientific community interested in imaging to de-
velop new storage methods that include partial storage and image generation, in-
cluding the development of a standard nomenclature, better ways to share images 
and standards for validating the use of AI programs across different imaging plat-
forms and subject populations. These fields attracted particular attention for the 
application of AI in the radiology medical domain [7] [8]. 

1.1. Limitations and Challenges of AI 

Despite all the predictions, expectations, and estimates about AI technology, there 
are also formidable obstacles, pitfalls, and ethical questions that remain unanswered 
or unresolved. AI also needs to be critically evaluated. It is recognized that there 
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is an exaggerated enthusiasm and empathy for artificial intelligence programs, which 
often leads to a limited overview or even a lack of critical scientific vision, especially 
when it comes to validating and preparing for the implementation of programs 
aimed at the medical care of a patient. 

A recent example is IBM Watson Health’s cancer software (known as Watson for 
Oncology). Used by hundreds of hospitals worldwide to recommend treatments for 
cancer patients, it was shown that the algorithm is built based on a small, unreal-
istic number of synthetic cases with very limited (real-world) data from oncologists. 
Many of the recommendations turned out to be erroneous treatment recommen-
dations, such as suggesting the use of Bevacizumab in a patient with severe bleed-
ing, which is an explicit contraindication and marked “black” on the drug’s box for 
precisely that purpose [9]. 

But the involvement of PCs and artificial intelligence in the workflow of some 
medical institutions cannot stop here. In fact, AI will be increasingly in demand 
in all areas of life. The requirements of evolution and IoT (Internet of Things) will 
lead to new ideas and innovations by adding new ways for study and branches for 
research, interesting new chapters in the encyclopedia of the evolution of Information 
Technology (IT).  

IoT is a network of physical objects that contain specially developed local devices 
with sensors, simpler or more complex devices, with local software, cloud applica-
tions, cloud data, and other technologies, to connect and exchange data with other 
devices and systems via the Internet. 

1.2. Advanced Data Labeling 

In machine learning, data labeling is the process of marking raw data (images, text 
files, videos, etc.) and identifying by adding one or more labels with meaningful 
and informative information to provide context of data, so that both we and the 
mathematical model can “learn something” from it. 

For example, labels can indicate whether a photo contains a particular object (e.g. 
a pedestrian, a car, a traffic sign, a medical tool, etc.), which words were spoken 
in an audio recording and in what language, or whether an X-ray contains a tumor 
or other medical clues. Data labeling is needed for a variety of cases, including com-
puter vision, malignant disease recognition of skin defects, natural language pro-
cessing, and speech recognition [10]. 

A general observation is that it is not quite possible to build an object detection 
architecture with both higher accuracy and better efficiency across a wide spec-
trum of object classes, reference size, zooming, resource constraints, image qual-
ity, object pose or orientation, etc. [11]-[13]. All these problems should be carefully 
and systematically studied for various AI model design choices of detector archi-
tectures. 

In our method, labeling contains more data related to particular object classifi-
cation, object 2D orientation, and particular object poses. 

A custom model database was developed to contain more detailed images and 
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labels for surgical tools in various positions. 
Figure 1 shows a CAD model of a Stewart Hexapod platform for controlling and 

positioning the CAD surgical instruments tested in this paper. 
 

 

Figure 1. CAD assembly used for assessment of objects pose.  

2. Methodology 

The current paper presents many aspects of a complete research, with the follow-
ing steps in the development of applications: 

1) Object detection by common methods (YOLO, ROBOFLOW) and with im-
ages of real objects in data-sets;  

2) Object detection by improved methods (A + CNN) for better confidence of 
results; 

3) Object detection with image data-sets from CAD models; 
4) Advanced labeling for additional information;  
5) Special CAD application for computer vision. 
Each previous step was developed to improve the overall detection efficiency in 

various aspects in object detection of complex assemblies and orientation of ob-
jects in 2D and 3D space. 

The global efficiency of the object recognition techniques depends on: 
1) Neural Network technique implemented: ANN, CNN, or other technique with 

additional methods to increase efficiency;  
2) The number of the reference objects in the database (Ex: pretrained COCO 

2017 dataset has 330k images);  
3) The images size for each reference (32 × 32, 200 × 200, 320 × 320, 640 × 640, 

768 × 768, 1024 × 1024, 1280 × 1280, 1536 × 1536);  
4) Database format (TF, ONNX, etc.);  
5) Number of classes implemented in database;  
6) Software and version used to test (CNET, Local Python, etc.);  
7) Additional libraries used to test (additional libraries to manage structures, to 

process images, etc.); 
8) CPU, GPU and RAM capabilities; 
9) RUN mode, latency; 
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10) Number of Epochs (Ex: 300); 
11) Original image size and object scale; 
12) Scene type: image or video; 
13) Inference performances; 
14) Fine tune: Detection, Segmentation, Classification, Pose or OBB;  
15) Number of detections in one frame; 
16) Image quality and augmentation processing: colors, illumination, contrast, 

HDR, adaptive contrast, black-hole-areas, color channels and swap;  
17) Partial scanning of areas can improve the quality of object detection;  
18) Labeling definitions and information stored for additional data;  
19) Complexity of labeling implemented system: amount of information, struc-

tured data, etc.;  
20) Percentages for Training Set, Validation Set and Test Sets;  
21) Proper selection of references for training, validation or test groups: manu-

ally, random or specific techniques for selection;  
22) Additional references in set based on images processing: rotate, skew, etc.;  
23) Additional references in custom set based on augmented images processing;  
24) Additional images based on 3D object CAD design. 
A particular aspect of object detection in medical applications is the detection 

of small objects. This issue is a computer vision problem because we aim to accu-
rately identify objects that are small in a video feed or images, even if each object 
is small relative to the photo size.  

Detecting small objects is hard because detection models form specific features 
by aggregating pixels in convolutional layers. The most successful object detection 
techniques recommend higher-resolution images, even with a size of larger than 
1280px. The management of such a dataset became difficult using custom com-
puters. 

Every new object detection technique comes with additional parameters that 
need to be set for better global or local performance. A major problem in com-
puter image processing is the multiple data required to compute in cloud. This 
multiple datum depends on the areas to be observed and several parameters for 
image quality and object detection performance. 

Some detection techniques are used instead of running on the whole scene, to 
split it into smaller parts (slices), run the model on each one, and then stitch the 
results together. This method even took much more time, the model gives better 
detection performances. Such a technique is SAHI (Slicing-Aided Hyper-Infer-
ence). 

2.1. Common Object Detection Models 

There are few references for surgical tools in common database sets; most of them 
are particular reference objects. For comparison reasons, the object detection 
model was also tested using YOLO11 and the ROBOFLOW online platform. Con-
volutional Neural Networks (CNNs) were initially developed as standardized 
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structures—fully connected stacked convolutional layers [14]. 
Various AI techniques were developed to achieve models with higher perfor-

mance in object detection. From object detection technique in a single pass for 
speed (YOLO = You Only Look Once) with various sub-methods for improve-
ments in recognition based on augmentation, scaling, the fusion of features be-
tween layers, the technique for optimization of memory used or semantic seg-
mentation capabilities was only a few improvements during years in developed on 
YOLO methods [15]. 

In contrast, two-stage or multi-stage methods, such as Region-based Convolu-
tional Neural Networks (R-CNNs), first generate region proposals and only then 
perform classification. These methods offer high precision but are computation-
ally expensive in resources and time for study. Convolutional Neural Networks 
techniques that use studies on regions came to helping in decomposition and to 
improve overall detection problem performances, but also to split the global prob-
lem into a few other sub-problems easier to manage [16]. 

Improved methods were also developed over the years to increase the efficiency 
of object detection studies, like feature extraction, methods for transfer learning, 
or import and export of neural network models between various platforms [17]. 

Various on-line applications were also developed for researchers to study the 
object detection techniques, for labeling images, and to test their models.  

The advantages of using common detection applications and models are the pos-
sibility of developing new models in the future with more connected users, more 
references saved in a dataset and using a specific standard. 

An example with object detection test using YOLO pretrained dataset is presented 
in Figure 2, which shows that common applications and datasets have a limited 
number of classes and references for a specific object. Only one type of class object 
can be recognized using pre-trained datasets. 

 

 

Figure 2. Object detection using pre-trained dataset and 
YOLO-local-application. 

 
The use of common applications can also limit us through certain constraints in 

developing our research methods, limitations in the way of presenting and provid-
ing information regarding the objects subject to detection, limitations in imposing 
our objective functions, limitations in using a specific number of hidden layers, as 
well as limitations in their connectivity. 

2.2. Custom Dataset for Object Detection 

Reusing a pre-trained network is not the best method for our intention to detect 
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specific objects. The first reason is the limited number of references and label in-
formation in datasets for our objects [18] [19].  

Figure 3 shows a partially custom dataset that uses 300 images were initially split 
into 3 classes: Fenestrated forceps, Needles driver, and Scissors. 

 

 

Figure 3. Custom dataset split into 3 classes. 

 
Using custom dataset and YOLO11 training was obtained the results from Fig-

ure 4. For this image, object detection has no results using pretrained YOLO11, 
Google NET or ROBOFLOW applications. 

 

 

Figure 4. Object detection using custom dataset split into 
3 classes. 

 
It was also a big challenge to thoroughly verify the performance of our object 

detection model. Even established applications can have data processing errors for 
custom models. There should be checked bounding boxes, selection scaling, an-
chors, labeling, etc., for almost every AI training. Object detection training per-
formances using custom model obtained with ROBOFLOW are shown in Figure 
5. 
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Figure 5. Object detection using custom dataset split into 3 classes. 

 
During testing was observed also the possibilities to detect more than one ob-

ject. This problem is due to the initial image set defined with labeling areas with 
too obvious similarities between object classes. A such example is shown in Figure 
6. 

 

 

Figure 6. ROBOFLOW object detection using custom dataset with 3 classes. 

 
For problems of similarities between various areas of various objects, the initial 

set was redefined with 5 classes like in Figure 7: 
1) Fenestrated forceps; 
2) Needles driver; 
3) Scissors; 
4) Surgery stick; 
5) Gears. 
Performances in object detection was also extracted from custom training using 

YOLO11. Figure 8 shows some specific parameters from training of the custom 
AI model with 5 classes. A special representation of YOLO procedure is the Auto-
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test prediction for used custom dataset (Figure 8(c)). 
 

 

Figure 7. Custom dataset arranged in 5 classes. 

 

       
(a)                                               (b) 

            
(c)                                                (d) 

Figure 8. Performances in training of custom dataset with YOLO11: F1, Precision, Auto-test-Prediction, and 
R-curves. 

https://doi.org/10.4236/jcc.2025.136001


C. Dragne, T. Buliga 
 

 

DOI: 10.4236/jcc.2025.136001 11 Journal of Computer and Communications 
 

Even though the dataset does not have too many images, and therefore the di-
vision between test, training, and validation images leads to even fewer images, it 
is noticeable that for some objects, the auto-test prediction is quite perfect (90%). 
The rest of the information of the training needs to be analyzed to add more im-
ages to the AI model and for future improvements.  

The paper doesn’t focus on a benchmark between YOLO and ROBOFLOW. We 
want to have a comparison only at confidence results obtained with ROBOFLOW-
web-app and YOLO-local-app. Any other type of parameter for comparisons between 
YOLO and ROBOFLOW was not our concern.  

2.3. Improve Images Quality to Improve Object Detection  
Technique 

Limitations in common object detections observed during testing led to develop a 
method to improve the efficiency of the object recognition techniques.  

One of the major problems observed in object detection results was the low per-
formance in case of difficult capture conditions related to object illuminations and 
contrast. 

For this reason, during this research an improved CNN technique developed 
was to implement preprocessing methods that use adaptive contrast and adaptive 
illumination for input images to improve segmentation [20]-[23]. In the next sen-
tences for this method, we refer to A + CNN (Adaptive plus CNN). 

 

 

Figure 9. Object detection using A + CNN. 

 
Figure 9 shows object detection using A + CNN based on custom CAD data-

set with 5 classes. Contrast and illumination of initial image was improved before 
detection. 

A + CNN technique can be applied also inside layers if layers use selective areas 
for object detection because final results in adaptive contrast and illuminations 
depend on the areas selected for processing. These results will be explained in fu-
ture papers. 

Because the best explanation is given by images, in Figure 10, a few examples 
are presented in using CNN with adaptive illumination and adaptive contrast in 
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technique for colorization of noir images. 
 

 

 

Figure 10. A + CNN in colorization of noir images (on left—original images, 
on right—colorized image using adaptive illumination and contrast). 

2.4. Object Orientation Using AI Strategies 

One of the most common object orientation detection techniques is based on OBB-
Detection, an oriented object detection library, which is based on the MM-detec-
tion project [24]. The Oriented Bounding Boxes (OBBs) object detection is used to 
detect objects oriented at various angles. The output is a set of rotated bounding 
boxes that exactly enclose the objects in the image, along with class labels and infor-
mation data (angle, confidence, “size” of object, contour area, etc.). 

Why is object orientation important for us? Because the main goal of this research 
is to detect specific instruments in the surgical scenes, their position, and the di-
rection of action of these instruments. Figure 11 shows two types of orientation 
labelling info that can be used during detection: bounding box and local coordinate 
system. 
 

       
(a)                                     (b) 

Figure 11. Results of orientation detection implemented in our method. 
 

Object orientation detection can be evaluated based on the matrix transformation 
between the input and the reference. Object orientation detection focuses on iden-
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tifying key features, such as edges, corners, or specific shapes, to under-stand the 
orientation of the object and to highlight the most important such features. Veri-
fying the alignment of an object involves ensuring that it is exactly where it is sup-
posed to be or should be, with the correct position and direction, including with 
all necessary corrective measures that depend on the viewing angle of the focused 
object. 

The position and alignment of an object can require varying different values of 
precision depending on the field of activity. For example, in production, even a 
small misalignment can cause product defects. Similarly, in robotics, precise po-
sitioning is required for tasks such as accurately reaching a specific target location. 
In the medical field, precise localization and orientation are understood to be even 
more important. 

The object orientation detection method even allows a selective assessment of 
particular objects with specific information (see Figure 12) based on specific re-
quirements: confidence, angle, size, object color, etc. [25]-[31]. An example of us-
ing AI object detection in the evaluation of distances and object sizes is presented 
in the paper [32]. 

The object orientation can even be represented selectively when we focus only 
on specific classes. An example is shown in Figure 12. 

 

 

Figure 12. Selective evaluation based on specific object detected. 

2.5. Advanced Labeling 

At the end of any study, there is always a need to obtain the maximum amount of 
information with as little technical documentation as possible. One of such tech-
nique is an advanced labeling method for object detection.  

Advanced labeling is a combination of information about classification, confi-
dence, localization, orientation, spatial orientation, tracking, etc. that can be done 
with a custom application for object detection. Figure 13 shows a such example 
where some results with confidence depend on classes. The global confidence is 
between 61% for gear, 83% for stick, and 78% for forceps. 
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Figure 13. Advanced labelling tools.  

2.6. Using CAD Models for Pretraining 

One of the main issues in object detection is the limited number of references in 
dataset. Preparing the images and labeling also takes time for pre-processing. 

This sub-chapter shows an innovative method of using CAD models to obtain 
images for object detection techniques. 

The reference images for AI training are obtained from CAD models of focused 
objects for detection. Figure 14 shows a comprehensive list of 60 images from a 
dataset for AI training with only two classes. Using images obtained from a CAD 
model of focused objects for a custom dataset is a good method when there are not 
enough images of the real object. Results from object detection using ROBOFLOW 
can be viewed in Figure 15. 

Using only CAD-set images was successful even for some difficult images for test-
ing in object detection, like the image from Figure 16. 

The CAD-set can be combined with the real images dataset to complement each 
other. 
 

 

Figure 14. Reference images in CAD-set for object detection. 
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Figure 15. Object detection based on CAD-set using ROBOFLOW. 

 

 

Figure 16. Object detection based on CAD-set using A + CNN. 

2.7. Multi-Scope Vision 

In all situations, it appears a necessity to have also a different view from the scene, 
a different view angle, or a different view direction, because of insufficient data about 
the object from the scene when using limited number of object views. 

This issue can be improved by using stereoscopic cameras. In Figure 17, two 
types of stereo-devices can be viewed used to capture stereoscopic images. 

 

 

Figure 17. Stereoscopic cameras used for testing: (a) Stereo-endoscope; (b) Stereoscopic 
camera. 

 
Figure 18 shows a CAD design of a surgical robot that use four video cameras 

(quad-scope view). This concept has special methods implemented for spatial eval-
uation of the scene. 
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Figure 18. CAD model assembly of a robot with four video cameras. 

2.8. Special CAD Application for Computer Vision 

After obtaining real success with CAD-dataset in object detection, we propose in 
this sub-chapter also a CAD application add-on special designed for computer vi-
sion technique used in object detection. By controlling the CAD models and using 
special applications for object detection, we actually obtain software for CAD de-
tection. This method is also an innovative method for object detection. 

Disadvantages of CAD-dataset: 
1) Is needed to define in CAD model of every object for detection;  
2) Modeling in CAD is taking more time than a single picture;  
3) Real images offer more realistic view of the object;  
4) Hard to code for almost engineers. 
Advantages of CAD application in object detection: 
1) Is not necessary to store images of the objects. In this case is stored the CAD 

models of the objects;  
2) No limitations in number of pose of objects. Any poses of objects can be ob-

tained using CAD application;  
3) CAD models take up a small portion of space on your HDD, much smaller 

than the size of all the images in the dataset;  
4) CAD object offer much more detailed information about object (pose posi-

tion, orientation, size, zooming, etc.);  
5) CAD applications (Figure 19) in object detection also help us benefit from all 

the capabilities of a genuine CAD system: viewing objects in any direction, augmented 
visualization, improved color, adequate lighting, object sectioning, zooming at any 
scale, exploding of assemblies, transparency of specific areas, etc.;  

6) CAD models can be created now very quick using ultrasonic scanning meth-
ods. 

Figure 19 shows a special application developed also for computer vision. Man-
aging the local coordinate systems orientation, we obtain the necessary similarity 
between a real object and its CAD twin. 
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Figure 19. SOLIDWORKS Add-on for CAD control, computer vision and object detection. 

 
Reconstruction in 3D of scenes and the development from now of digital twins 

will lead to increased interest in CAD models for every object around us. 3D re-
construction is applied very often in medical domain today [29]. 

3. Case Studies 

For assessment of proposed methods are presented the next case studies: 
1) Test using real images dataset;  
2) Test images using CAD dataset;  
3) Special CAD application for object detection; 
4) Reverse engineering between real images dataset and CAD-dataset.  

3.1. Test Using Real Images Dataset 

Results for few object detection cases are presented in Figure 20 and Figure 21. 
The images were collected from various sources on the www, processed and la-
beled for this research. Confidence varies from 6% in Figure 20(c) to 71% in Fig-
ure 20(d). AI test was made with ROBOFLOW for (a, c, and d) and with YOLO11 
in image (b). 

3.2. Test Images Using CAD Dataset 

Object detection results from Figure 21 are made with A + CNN for (a), and RO-
BOFLOW for (b, c, and d). 
 

   
(a)                                   (b) 
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(c)                                   (d) 

Figure 20. Object detection results—various objects, YOLO and ROBOFLOW. 

 

  
(a)                                   (b) 

   
(c)                                   (d) 

Figure 21. Object detection with CAD-set, using A + CNN and ROBOFLOW. 

 
As we can observed during this paper, a ROBOFLOW was preferred. Even is an 

online web application ROBOFLOW has capability to create a quick AI training 
for custom data-set because the solving is made on multiple servers with multiple 
processors. In comparison, a local AI training with YOLO takes 10 hours for all 
images custom set, and with ROBOFLOW was 10 times much faster.  

3.3. Special CAD Application for Object Detection 

Based on CAD application to create CAD objects of similar real object, was devel-
oped also a new innovative method for using directly CAD in object detection. 
Application presented in Figure 1 to control CAD assembly orientation was ex-
tended with functions to compare virtual CAD models with real images of focused 
object. The application was developed under SOLIDWORKS-addon and with con-
nectivity capabilities to run other external codes (MATLAB or PYTHON). 

Connectivity between MATLAB, PYTHON, EXE, and SW add-ons is achieved 
directly through DDE (Dynamic Data Exchange) capabilities, STDIN/STDOUT 
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capabilities, or any other user-defined data transfer type. 
Figure 22 shows object detection results using directly CAD application. We 

can observe in Figure 22(b) the errors in 2D angle orientation in comparison with 
Figure 13, and also advanced labelling for 3D spatial orientation (Euler Angles).  

 

     
(a)                                    (b) 

Figure 22. Object detection using CAD-application. 

 
The CAD application for object detection has two types of assessments: 
A) Search assembly CAD orientation and compare the camera image with focused 

object for detection; 
B) Use AI in image comparison between target image and an internal data-set 

of CAD assembly internally and locally generated.  
For the method from point A), was coded Multi-scale Structural Similarity In-

dex Measure (MS-SSIM method) implemented in Python as an external applica-
tion for the main CAD-addon. The MS-SSIM method is very accurate and sensi-
tive in image processing [33]. Because the methodology is under-development, as 
acceptance criterion was used SSIM score higher than 50%. For example, between 
images from Figure 22, 66% SSIM score was obtained. There are more methods to 
use for improvements in images comparisons, which will be evaluated into the fu-
ture research [34]. 

3.4. Reverse Engineering between Real Images Dataset and  
CAD-Dataset 

Validation of the CAD-dataset can be done also using real images dataset. By reverse 
engineering from real images to CAD-set or CAD-addon can improve research eval-
uation of object detection, classification, segmentation or orientation.  

The combination between the real images set and the SOLIDWORKS applica-
tion (virtual model) is a real, fully functional, Digital-Twins. 

3.5. Multi-Scope Images 

Figure 23 shows object detection results when was used two images in the same 
detection session. These two images are obtained from a stereoscopic device from 
Figure 17. But this technique can be applied also using multiple cameras, with more 
success for detection and improvements in global efficiency. 
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(a) 

 
(b)                              (c) 

Figure 23. Object detection on stereoscopic images. 

 
It can be observed that there are some differences between the left and right im-

ages if we are using A + CNN object detection technique. 

4. Conclusions 

In this paper, we systematically study neural network architecture design choices 
for efficient object detections of surgical tools, and propose improvements in 
CNN, a custom database, advanced labeling system and special CAD methods for 
detection of objects and object orientation, in order to improve accuracy and ef-
ficiency. The amount of research required proved to be considerable for this pa-
perwork. 

Object detection efficiency depends on the model database set. So, it has no abso-
lute relevance in all cases. 

Detecting of the small objects is also a challenging and important problems in 
computer vision in general and in medical domain that use AI applications. Using 
CAD-set can improve these issues [35]. 

For each phase, it was necessary to develop also custom IT tools for image pre-
processing, labeling, quick extract of training information, pre- and post-visual-
ization, etc. 

Advantages of using custom model: 
1) Selection of the best and adequate images; 
2) Researchers learn in detail all methodologies involved, step-by-step; 
3) Very easy to add new references. 
Advantages of custom AI technique: 
1) Custom labels with additional data; 
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2) Additional info about deep inside methodology related to disparity and all other 
variables workflow; 

3) Free to test and no limitations in additional methods for improvement. 
Difficulties in developing of surgical detection technique: 
1) Small parts; 
2) Small differences between classes; 
3) Small number of images for references. 
Advantages in using on-line applications for AI detection: 
1) Could made faster training than local computers training because of server 

resources involved; 
2) Additional techniques involved to improve and increase volume of dataset; 
3) Advanced verification of performance criteria for dataset quality; 
4) Work using augmentations methods—generate augmented versions of your 

source images to simulate different lighting conditions, camera angles, or contrast 
settings. 

Disadvantages in using on-line applications for AI detection: 
1) Not free for full training and object detection test; 
2) Limitations in using number of references in datasets; 
3) Limitations in using inside implemented methods; 
4) Custom datasets are not entirely secure and new privacy standards are needed. 
Good practice recommendations: 
1) Add detailed labels; 
2) Add specific details from images into dataset to improve object recognition 

(specific gear, specific bolts, specific shapes, etc.). 
CAD datasets for object detection give us more additional advantages, already 

explained in paper. But, CAD applications in object detection also help us benefit 
from all the capabilities of a genuine CAD system: viewing objects in any di-
rection, augmented visualization, improved color, adequate lighting, object sec-
tioning, zooming at any scale, exploding of assemblies, transparency of specific 
areas, etc. 

A twinning of object detection technique using real images with CAD models 
or CAD software itself is a more successful method for attempts to streamline ob-
ject detection techniques, evaluate their positioning and orientation, segmentation 
of images to be processed or 3D spatial orientation. 

The global performance results at this moment are around 80% in confidence, 
and the main reason is the small number of references in dataset. Future research 
intends to implement parallel computing and GPU (graphic processor) acceleration 
techniques. However, using the CAD-set method shows good perspectives. 

AI computer vision will be transforming everything from simple capturing or 
observing the world to object detection, from estimating to increase security and 
detect unappropriated actions and revealing faults objects, from counting objects 
to change management in logistics or manufacturing, from offering new ideas un-
til to change the entire educational processes, learning, testing scientific research, 
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assembly data and information’s, from global medical data until data focus on pa-
tient needs and new requirements, etc.  

Even the conclusion seems to be too lengthy, for someone who wants to learn 
from our research, it is better in this way. A such complex research has many as-
pects that need to be studied, observed, notified, learned from it, focused, and even 
reloaded, returned, made changes, etc. The learning process should be a continuous 
improvement, studying papers, understanding ideas, etc. So, let’s communicate and 
educate each other, and let our ideas inspire you. A new, astonishing chapter in ed-
ucation has just started and will change us fundamentally. 

The complete task of the simulations was developed based on Google-NET doc-
umentation [36], UE recommendations [37], PYTHON software [38], MATLAB 
software [39], SOLIDWORKS Educational [40], user-defined programming rou-
tines [41], and on-line applications for object detection [42] [43]. Some images for 
testing were selected from Pond5 website database [44]. 
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