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Abstract 
With the development of virtual reality (VR) technology, more and more in-
dustries are beginning to integrate with VR technology. In response to the 
problem of not being able to directly render the lighting effect of Caideng in 
digital Caideng scenes, this article analyzes the lighting model. It combines it 
with the lighting effect of Caideng scenes to design an optimized lighting 
model algorithm that fuses the bidirectional transmission distribution func-
tion (BTDF) model. This algorithm can efficiently render the lighting effect of 
Caideng models in a virtual environment. And using image optimization 
processing methods, the immersive experience effect on the VR is enhanced. 
Finally, a Caideng roaming interactive system was designed based on this 
method. The results show that the frame rate of the system is stable during 
operation, maintained above 60 fps, and has a good immersive experience. 
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1. Introduction 

Caideng is China’s national intangible cultural heritage. With the development 
of information technology, virtual reality (VR) technology has provided new 
ideas for the digital transformation and upgrading of the traditional Caideng 
industry. Caideng industry and digital technology begin to combine to improve 
the expression form of Caideng [1]. Wang Jiaqi et al. using Unity 3D engine and 
SteamVR2.0, combined with the interaction between handle ray and UGUI and 
the immersive cruise function and realized the immersive interactive experience 
system of making Caideng and the custom experience of Qinhuai Lantern Fes-
tival [2]. Wang Zhigang et al. used a light and shadow art installation in the 
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Lantern Festival, which provides a useful reference for the development of folk 
art in the new era [3]. Li et al. implemented a plugin-free virtual roaming based 
on WebGL, and comprehensively utilized technologies such as 3D MAX and 
Three.js to construct a lightweight immersive roaming scene with good interac-
tivity and scalability [4]. Gao Yidong et al. developed a virtual library roaming 
system using the UDK (Unreal Development Kit) engine and 3ds Max and pro-
posed a feasible solution for developing a highly realistic and interactive 3D vir-
tual library roaming system [5]. Yang Xiaobo and others used 3D laser scanning 
technology and VR Platform design to achieve a 3D campus virtual roaming 
system [6]. Due to the particularity of lighting scenes, these methods cannot be 
well applied to the roaming of lighting scenes. How to achieve roaming of Cai-
deng scenes in virtual reality environments is currently a research focus in the 
Caideng industry. 

At present, there are few studies on the night scene rendering of the Caideng 
model. To move the Caideng scene to the Internet to realize digital cultural tra-
vel, it is necessary to focus on the rendering effect of the Caideng model. To this, 
this paper for lights model, a 3D model automatically generated, combined with 
scene light source characteristics, through the lighting model algorithm, imple-
ments the simulation effect in Unity, and then for display equipment to realize 
the real luminous effect, finally design and set up the virtual Caideng roaming 
scene, with strong immersion and interactive experience. 

2. System Design 

The production process of the Caideng roaming system includes the Caideng 
model modeling, the Caideng rendering effect, the Caideng scene design, and 
the interactive function design. The overall process is shown in Figure 1. In the 
Caideng model modeling stage, UAVs are used to take aerial photographs of the 
modeled objects or scenes to obtain a series of images or point cloud data. 3D 
reconstruction software is used to create high-precision 3D models from mul-
tiple images or laser scan data. Support for 3D reconstruction from images with 
different angles, resolutions, and exposure conditions, and can automatically 
align, match, and fuse these data to generate a complete 3D scene model. In the 
Caideng rendering effect stage, ShaderLab language is used to simulate the 
lighting effect of rendering Caideng by combining light rendering algorithms. In 
the Caideng scene design stage, use Unity software to set up the scene environ-
ment, including skybox, light rendering, terrain, and collision bodies. In the  
 

 
Figure 1. The production process of the Caideng roaming system. 
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Interactive function design stage, the device used in this system is the Meta 
Quest PRO, so the interaction design is developed through the Oculus SDK pro-
vided by Meta. 

3. Implementation 
3.1. Caideng Model Modeling 

Use a UVA to take aerial photography of modeled objects or scenes, resulting in 
a series of images or point cloud data. Meshroom is a 3D reconstruction soft-
ware that can create high-precision 3D models from multiple image data [7]. 
The node architecture of Meshroom allows users to customize different pipelines 
to suit their specific needs. The modeling process is shown in Figure 2. 

Feature extraction forms the basis of finding the relative pose of the camera in 
space by detecting the feature points in each image, which can be described by 
scaling the invariant properties, rotation in 2D and 3D, and several other 
attributes. In principle, to find the corresponding points between the images, the 
features of each pair of images must be compared and matched. In this step, the 
feature matching between the image pairs will subsequently allow for the deter-
mination of the 3D structure based on the corresponding 2D position. In the 
following, Structure from Motion (SfM) step, the calculated matches are fused 
into the trajectory: each trajectory is a candidate for a point in space, visible 
from multiple cameras. These traces are used to solve the 3D structure of the 
camera calibration and scene, thereby generating a sparse 3D representation. 
This step attempts to estimate the depth value for each input pixel. The area re-
quires at least 2 SfM verified cameras to see. To create dense 3D surfaces, the 
meshing step merges all depth maps into a single dense point cloud, in which the 
surfaces are then extracted. For each input image, select the most interesting 
depth values and back-project them as 3D points. The final step of the 3D re-
construction pipeline projects the texture onto the grid. 

3.2. Caideng Rendering Effect 

The rendering process steps of the Caideng model are shown in Figure 3. First, 
the vertex data and texture maps of the model are obtained from the already-built 
Caideng model for subsequent lighting calculation. Second, the Lambert model 
and Blinn-Phong model are applied to calculate the diffuse and specular terms 
 

 
Figure 2. Caideng model modeling process. 
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Figure 3. The rendering process of the Ciadeng model. 

 
respectively, and the two calculation results are added up. Then, the BTDF 
transmission formula is referenced and adjusted according to the characteristics 
of the Caideng emission to achieve the effect of the Caideng transmission and 
emission. Finally, the screen post-processing of the Gaussian model is applied to 
achieve the final effect of the Caideng. In this rendering process, the lighting ef-
fect of Caideng under different point light sources can be simulated by adjusting 
the point light source parameters (such as luminous range, light source intensity, 
and light source color). 

3.2.1. Implementation 
In a virtual environment, a 3D model is a collection of points composed of mul-
tiple vertices, and the model requires a lighting model. The lighting model de-
scribes the quantified relationship between the incident and outgoing light 
energy on the object’s surface. Traditional lighting models can be divided into 
two kinds: local lighting models and global lighting models [8]. Within the range 
of local lighting models, typical lighting models include the Lambert diffuse ref-
lection model, Phong mirror reflection model, Blinn-Phong model, etc. Gener-
ally, the local lighting model only calculates the illumination emitted by the di-
rect light source in the scene, and only calculates the ambient light, diffuse ref-
lection, and mirror light, so the calculation amount is small, which is very suita-
ble for real-time operation. 

When rendering images in the Caideng virtual roaming system, the following 
physical phenomena need to be considered: 1) the type of light source; 2) the 
light emitted enters the human eye after interacting with the object; 3) the final 
screen effect presented by the camera. The calculation of local lighting models 
usually includes ambient light, diffuse light on the surface of the object, mir-
ror-reflected light on the surface of the object, and self-illumination on the ob-
ject’s surface. The color of the vertices on the surface is composed of these light-
ing effects, as shown in Equation (1): 

c a d s emI I I I I= + + + .                      (1) 

where cI  is the color of the vertices on the surface of the object, aI  is ambient 
light, dI  is the diffuse reflection light on the surface of the object, sI  is the spe-
cular reflection light on the surface of the object, and emI  is the self-illumination 
of the surface of the object. 

Lambert lighting model is an ideal diffuse reflection model, proposed by 
Lambert [9]. The model assumes that when a light source hits the surface of an 
object, the intensity of the reflected light will be uniformly reflected around, and 
its light intensity is proportional to the cosine of the direction of the incident 
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light and the angle of the surface normal. As shown in Figure 4, the intensity of 
the reflected light is proportional to the cosine of the Angle between the surface 
normal and the direction of the light source. Therefore, the diffuse reflection 
part is calculated as follows: 

cosd dI k I θ= ∗ ∗ .                        (2) 

In Equation (2), dk  represents the diffuse reflection properties of the object 
surface, and I indicates the light intensity of the incident light. In Figure 4, N is 
the normal, L is the unit vector of the incident light, and θ  is the angle of N 
and L, then cos N Lθ = ⋅ . 

Phong lighting model only includes the diffuse reflection of ambient light and 
the diffuse reflection and mirror reflection [10], so the light intensity reflected by 
the mirror is only related to the direction of the incident light and the observa-
tion Angle of the user. In Figure 5, the Phong model formula is as follows: 

( )cos n
s sI k I α= ∗ ∗ .                      (3) 

In Equation (3), I is the incident light, sk  is the high light coefficient of the 
object surface, α  is the angle of the reflected light and the user perspective, 
and n is the high light index. The smoother the surface, the greater the n value, 
the smaller the high light range, and the stronger the high light intensity. As 
shown in Figure 5. V is the unit vector from the vertex to the line of sight, and R 
is the direction of the reflected light, then cos V Rα = ⋅ . 

The bidirectional scattering distribution function (BSDF) includes both scat-
tering and transmission phenomena [11]. As shown in Figure 6. BSDF can de-
compose two parts: Bidirectional Reflection Distribution Function (BRDF) and 
Bidirectional Transmission Distribution Function (BTDF), namely BSDF = 
BRDF + BTDF, where BRDF describes the reflection of light, while BTDF de-
scribes the transmission of light. 
 

 
Figure 4. Lambert lighting model. 

 

 
Figure 5. The Phong lighting model. 
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Figure 6. Schematic diagram of the BSDF. 

 
According to the principle of the BTDF model and the luminous characteris-

tics of the lights, the system integrates the algorithm formula with strong effects 
such as diffuse reflection, high light reflection, and shadow projection, and ad-
justs the corresponding parameter values, to better simulate the lighting effect of 
specific lights. 

The custom lighting model uses a point light source for rendering, so for the 
factors in the formula, the Caideng rendering only needs to calculate the diffuse 
and high light reflection parts and superposition to achieve the final effect. 

Diffuse light conforms to Lambert’s Law: the intensity of the reflected light is 
proportional to the cosine of the angle between the surface normal and the 
source direction. Therefore, the diffuse reflection part is calculated as follows: 

( ) ( )max 0,diffuse light diffusec c m N L= ⋅ ⋅ .                (4) 

In Equation (4), diffusem  is the diffuse color of the material, lightc  is the light 
source color. To prevent the normal and source direction from being negative, 
the function taking the maximum value is used to intercept it to 0. 

The calculation of high light reflection requires surface normal, perspective 
direction, light source direction, reflection direction, etc. As shown in Figure 5, 
in the four vector directions, the reflection direction can be calculated by other 
normal information, as shown in Equation (5): 

( )2R N L N L= ⋅ − .                       (5) 

where R is high light reflection. 
The Phong model can then be used to calculate the part of the highlight ref-

lection: 

( ) ( )max 0, glossm
specular light specularc c m V R= ⋅ ⋅ .              (6) 

In Equation (6), glossm  is the gloss of the material, also known as shininess. 
Used to control how wide the highlights are in the highlights area. specularm  is 
the highlight color of the material to control the intensity and color of the ma-
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terial. lightc  is the color and intensity of the light source. Similarly, the result of 
V R⋅  is also prevented from being negative here. 

Compared to the Phong lighting model, Blinn proposed a simple modification 
method to get a similar effect [12]. The basic idea is to avoid calculating the 
emission direction R. To this end, the Blinn lighting model introduces a new 
vector H, obtained by averaging V and L, then normalization. As shown in Equ-
ation (7): 

V LH
V L
+

=
+

.                          (7) 

Calculations are made using the angle between N and H as shown in Figure 7. 
The calculation of the Blinn lighting model is as shown in Equation (8): 

( ) ( )max 0, glossm
specular light specularc c m N H= ⋅ ⋅ .            (8) 

The schematic diagram of the BSDF is shown in Figure 6. Generally, the di-
rection of sight and the light source of the human eye are on the same side, and 
the refraction direction and the line of sight are different. At this time, people 
can see the diffuse reflection effect on the surface of the object. In reality, the 
light source is inside the Caideng, and the human eye observes from the outside, 
as shown in Figure 8.  

 

 
Figure 7. The Blinn lighting model. 

 

 
Figure 8. The transmission model of the Cai-
deng point light source. 
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Some parts in the picture are not lit because when calculating the light in these 
places, the result of N L⋅  and V L⋅  in the formula is negative, and the result 
is 0 after calculation. To realize the effect of a point light source illuminating the 
whole Caideng from the inside, it is necessary to make the calculated results be 
rendered even if it is negative, so the lighting calculation formula is modified. 
The following is the lighting calculation formula for integrating the BTDF model. 

For the diffuse reflection, the value of N L⋅  is calculated first, as shown in 
Equation [9], and then modified into Equation [10] is obtained as follows: 

D N L= ⋅ .                          (9) 

( ) ( )max ,diffuse light diffusec c m D D= ⋅ − .              (10) 

For high light reflection, the value of V L⋅  is calculated first, as shown in 
Equation [11], and then modified in Equation [12], to obtain results: 

S V L= ⋅ .                         (11) 

( ) ( )max , glossm
specular light specularc c m S S= ⋅ − .            (12) 

Then the diffuse reflection and high light reflection are added up to obtain the 
light transmittance effect of the Caideng model. Finally, after adding and ad-
justing the material’s diffuse color, the material highlights color and material 
gloss. 

After rendering lighting models, it is needed to achieve the screen post- 
processing effect. Bloom special effects are a common screen effect that spreads 
the brighter area of the picture into the surrounding area, creating a hazy effect 
[13]. The principle of Bloom is first to extract the brighter area in the image ac-
cording to a threshold, store them in a rendered texture, then use Gaussian blur 
to blur the rendered texture, simulate the effect of light diffusion, and then mix 
it with the original image to get the final effect. To realize the effect of hazy lights 
at night, Gaussian blur is adopted, the Gaussian blur utilizes the convolution 
calculation, using the convolution kernel named the Gaussian kernel [14]. The 
Gaussian kernel is a square-size filter kernel, where each element is calculated 
based on the following Gaussian equation: 

( )
2 2

22
2

1, e
2π

x y

G x y σ

σ

 + − 
 = .                  (13) 

In Equation (13), σ  is the standard variance, x  and y  respectively cor-
responds to the integer distance from the current position to the center of the 
convolution kernel.  

3.2.2. Comparison 
To verify the effectiveness of the above methods, three sets of comparative expe-
riments were designed. Figure 9 shows the comparison between the customized 
lighting effect in this article and the original engine effect. The customized 
lighting effect can achieve different luminous effects by adjusting the point light 
source parameters. 
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For the special luminous characteristics of Caideng, there is no shadow on the 
surface of the lights. Figure 10 shows the comparison of rendering effects with 
the fused BTDF model. Figure 10(a) shows the effect of the unmixed BTDF 
model. Compared with the fused BTDF model as shown in Figure 10(b), the 
shadow appears on the surface of the Caideng model. Figure 10(c) and Figure 
10(d) show the contrast effect of removing texture under the same conditions. It 
can be found that rendering using the BTDF model does not produce shadow 
effects. 

 

 
Figure 9. Custom shader comparison. (a) Unity original effect; (b) Light source intensity 
(0.5); (c) Light source intensity (1.0); (d) Light source intensity (1.5). 

 

 
Figure 10. Comparison of fusion BTDF. (a) No BTDF; (b) Fusion BTDF; (c) No BTDF 
without texture; (d) Fusion of BTDF without texture. 
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Figure 11 shows a comparison of the effects of post-processing applications. 
Figure 11(a) shows the effects without post-processing, while Figure 11(b), 
Figure 11(c), and Figure 11(d) shows the effects of different blur spread values 
when post-processing is used. The rendering algorithm proposed in this paper 
can adjust the parameters according to the actual situation to simulate the real 
effect more realistically. 

3.3. Caideng Scene Design 

The Caideng scene design section includes environment Settings, Caideng scene 
models, and others, as shown in Figure 12. 
 

 
Figure 11. Comparison of post-processing effects. (a) No post-processing effect; (b) Blur 
spread (0.2); (c) Blur spread (1.5); (d) Blur spread (3.0). 
 

 
Figure 12. Caideng scene design. 
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Scene environment settings include skybox settings, light source settings, and 
rendering mode settings. Modify the Skybox and adjust the lighting effects so 
that scenes can be switched between day and night. The Caideng scene is com-
posed of multiple Caideng group models. These models are modeled by the 
drone and then processed by the precision of the model, and the model is opti-
mized into the scene.  

Light rendering is the process of achieving the actual effect that a model 
presents during system runtime, while materials define how the surface should 
be rendered by including references to the texture used, slice information, color 
shading, and so on. The material defines how the system renders the surface of 
the model by selecting a shader for the material and then setting the common 
properties of the base shader. The 3D scene is built based on computer graphics, 
and the renderer describes the real world through “surfaces” and “shaders”. The 
renderer views geometric models as surfaces of various shapes, and material 
properties are essentially the renderer assigning various shaders to each surface. 

To better experience the lighting rendering effect under this system, the ren-
dering process is implemented through Unity Shader, and this Shader is used for 
all lighting models. The setting steps are: 

Step 1: Create a shader and write the rendering algorithm that integrates the 
BTDF model into the shader file according to the rendering process. 

Step 2: Create materials for each Caideng model and add corresponding tex-
tures. 

Step 3: Match the material with eachCaideng model, and set the light source 
parameters and shader parameters separately. 

Step 4: Create a Bloom script component and Bloom Shader, and mount the 
Bloom component to the Camera to achieve the final blur effect in the rendering 
process. 

The Caideng scene is shown in Figure 13. In addition to moving the model of 
the original Caideng scene into the virtual scene, something else needs to be 
added. Due to the large scene space, add small animal models to make the scene  
 

 
Figure 13. The Caideng scene. 
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too empty; add birds in the air and fly in a fixed path; set up the stage area; and 
add a large screen to play video. To increase the fun and interactivity, the game 
area is also set up in the scene to play. 

3.4. Interaction Design 

The interaction design of Caideng includes scene change, roaming mode, and 
Caideng game, as shown in Figure 14. 

Press the right handle “A” key to wake up the UI control interface, as shown 
in Figure 15(a). In the UI main interface, the optional options include “System 
Settings”, “Scene switching”, “Select Scene Function”, “Reset scene”, “Caideng 
Game” and “Exit scene”. 

“System settings” can modify sound, lighting, height, and other properties. 
The “Scene change” function allows users to switch between each other in the 

Caideng scene and the Caideng exhibition hall. 
“Scene function selection” allows users to select roaming modes, including 

free-roaming, fixed path roaming, and free roaming with flight functions. 
“Reset the scene” brings the user back to the initial state of the scene. 
“Caideng games” increases the fun of the roaming scene. 
“Exit Scene” will end the system. 

 

 
Figure 14. The interaction design of Caideng. 

 

 
Figure 15. Caideng scene UI interaction. 
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The roaming function under this system is divided into three modes, includ-
ing free roaming, free-roaming with flight function, and fixed path roaming, as 
shown in Figure 15(b). In the free-roaming mode, the user controls the transla-
tion of the left hand handle. The rotation of the user’s body in situ also follows 
the perspective in the virtual environment, as shown in Figure 16(a). The free 
roaming mode with flight function increases the ability of the user to fly in the 
world of colored lights. By pressing the left handle, the user will rise, and the us-
er pressing the right handle will drop. The perspective is shown in Figure 16(b). 
In fixed path roaming mode, the user moves under the predefined path and can 
only rotate his head around the Caideng world.  

4. Application Results 

The system is running and tested in the Unity environment, with Windows 10 as 
the operating system, AMD Ryzen 7 5800H with Radeon Graphics as the CPU, 
NVIDIA GeForce RTX 3060 Laptop GPU as the GPU, 32.0GB (16.0GB X 2) of 
memory, and Meta Quest Pro as the VR device used. By clicking the Unity in-
terface Window menu, select analysis profile, and then run the system. The 
frame rate of the running time of the system can be viewed through the profile 
interface. The system operation test results are shown in Figure 17. The frame 
rate of the system is stable and kept above 60 fps, Meehan et al. found that in an 
immersive environment, the refresh rate of displayed images is positively corre-
lated with the intensity of user-reported immersion, and the minimum refresh 
rate that can generate immersion is 15 Hz [15]. Therefore, the system can main-
tain a stable refresh rate of over 60 Hz to meet the user’s sense of proximity ex-
perience. 
 

 
Figure 16. The perspectives in free roaming mode and flight roaming mode.  

 

 
Figure 17. Test result. 
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The System Availability Scale (SUS) is a widely used method for evaluating the 
availability of software and hardware systems [16]. SUS is a fast and reliable 
evaluation tool that can provide scores for the overall availability of the system. 
This scale consists of ten items that measure system availability, such as usabili-
ty, learnability, and user satisfaction. The performance requirements for eva-
luating the usability of the design scheme in this article are only to evaluate 
whether it reaches a level acceptable to the user. Therefore, it is decided to use 
the SUS scale method for the usability evaluation of the scheme, as shown in 
Figure 18.  

This experiment invited a total of 10 participants (8 males and 2 females), 
aged between 22 and 26 years old. Before the experiment, each participant was 
provided with a detailed introduction to the system’s functions and interaction 
methods, and participants were encouraged to operate and experience the sys-
tem in advance to become familiar with its functions and interaction methods. 
After completing the experience with 10 participants, the SUS scale data was 
collected and analyzed, and the results are shown in Table 1. 

Among them, #1 to #10 represent experimenter numbers, Q1 to Q10 represent 
scale questions, odd-numbered questions represent positive statements, and 
even-numbered questions represent negative statements. Therefore, it is neces-
sary to standardize the scores of each question to obtain the final score. After 
calculation, the average SUS score of this system is 81.5, indicating that it has 
good usability and can provide users with a better immersive experience. 

 

 
Figure 18. SUS questionnaire. 
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Table 1. Table type styles. 

 #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 AVG 

Q1 4 3 5 4 3 4 4 4 4 3 3.8 

Q2 2 2 3 2 2 1 2 3 1 2 2 

Q3 4 4 5 4 4 4 5 4 4 5 4.3 

Q4 1 2 2 1 1 2 1 1 1 2 1.4 

Q5 4 3 4 4 4 4 3 4 4 4 3.8 

Q6 2 2 1 2 3 2 2 1 2 1 1.8 

Q7 4 4 5 4 4 5 5 4 4 4 4.3 

Q8 1 1 2 1 3 1 2 2 1 1 1.5 

Q9 4 4 4 5 5 5 4 4 5 5 4.5 

Q10 1 2 2 1 2 2 1 1 1 1 1.4 

SCORE 82.5 72.5 82.5 85 72.5 85 82.5 80 87.5 85 81.5 

5. Conclusion 

This paper according to the characteristics of the nighttime Caideng model, in-
tegrates several lighting model algorithms, successfully applied to the simulation 
of virtual Caideng lighting, and improves the Caideng model reality. And image 
post-processing effect makes the picture rendering more in line with the night 
observation effect, letting the user have a stronger immersion. Finally, the design 
and development of a virtual Caideng roaming system were completed. But 
there are still some functions to be perfected. Firstly, this paper uses the tradi-
tional lighting model, but to realize the BTDF algorithm, it needs to be described 
through a complex mathematical model. Secondly, the current model needs to 
be optimized to achieve a more real effect. Finally, add a real physical engine 
system to the Caideng model, so that users can interact with the Caideng model 
more naturally and increase immersion. 
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