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Abstract 
This work focuses on the problem of monitoring the coastline, which in Por-
tugal’s case means monitoring 3007 kilometers, including 1793 maritime bor-
ders with the Atlantic Ocean to the south and west. The human burden on 
the coast becomes a problem, both because erosion makes the cliffs unstable 
and because pollution increases, making the fragile dune ecosystem difficult 
to preserve. It is becoming necessary to increase the control of access to 
beaches, even if it is not a popular measure for internal and external tourism. 
The methodology described can also be used to monitor maritime borders. 
The use of images acquired in the infrared range guarantees active surveil-
lance both day and night, the main objective being to mimic the infrared 
cameras already installed in some critical areas along the coastline. Using a 
series of infrared photographs taken at low angles with a modified camera 
and appropriate filter, a recent deep learning algorithm with the right train-
ing can simultaneously detect and count whole people at close range and 
people almost completely submerged in the water, including partially visible 
targets, achieving a performance with F1 score of 0.945, with 97% of targets 
correctly identified. This implementation is possible with ordinary laptop 
computers and could contribute to more frequent and more extensive cover-
age in beach/border surveillance, using infrared cameras at regular intervals. 
It can be partially automated to send alerts to the authorities and/or the near-
est lifeguards, thus increasing monitoring without relying on human re-
sources. 
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1. Introduction 

In surveillance implementations, it is sometimes enough to have a human/non- 

How to cite this paper: Proença, M.C. 
(2024) Efficient People Detection with 
Infrared Images. Journal of Computer and 
Communications, 12, 31-39. 
https://doi.org/10.4236/jcc.2024.124003 
 
Received: January 24, 2024 
Accepted: April 6, 2024 
Published: April 9, 2024 
 
Copyright © 2024 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/jcc
https://doi.org/10.4236/jcc.2024.124003
https://www.scirp.org/
https://doi.org/10.4236/jcc.2024.124003
http://creativecommons.org/licenses/by/4.0/


M. C. Proença 
 

 

DOI: 10.4236/jcc.2024.124003 32 Journal of Computer and Communications 
 

human tag assigned to a target. A task that seems simple in daylight to an oper-
ator observing the scene can easily be complicated at night. If the targets also 
must be counted, even in daylight the problem will increase, there is the possi-
bility of overlap and a whole variety of relative positioning of the targets, which 
turns a simple problem into a complex one. The limited success of conventional 
image processing techniques with targets that can take on many different aspects 
and positions triggers us to deep learning techniques. 

The broad application of deep learning techniques [1]-[7] has led to many re-
cent developments in detection in several areas of work where supervised tech-
niques needing trained algorithms are used, mainly due to the possibility of data 
augmentation. Data augmentation consists of the inclusion of randomized and 
small changes in the train dataset, in the form of alterations in dimensions, 
translation, rotation, and shearing as well as small differences allowed in the ra-
diometric range. The main goal is to complement the train images used, getting 
to train sets including different perspective views and more possible positions 
and sizes of the targets that could not be assured in the initial dataset.  

The software used is one of the latest developments of one-stage algorithms 
based on convolutional neural networks (CNNs) and the 7th version of the con-
cept You Only Look Once (YOLO) [8]. Although the implementation of Yolo v7 
[9] is not related to the initial author of the concept, it has substantial support 
published [10]. 

Monitoring people on beaches and water for security reasons is rather more 
complicated than the usual surveillance because many of the approaches already 
developed for people detection focus on the head-shoulder binomial [11] [12] 
[13] [14] [15] and only a few deals with the problem of possible concealment by 
overlapping [16] [17]. In 2017 [18] developed an approach specific to monitor-
ing large extensions of sand in Brazil, where the main risk for humans comes 
from the sea (drowning or shark attack) using images acquired in the visible 
range and working with a collection of image descriptors: Gabor filter, Hu and 
Zernike moments, Histogram of oriented gradients and Local binary pattern, 
followed by a classifier. Early work to quantify people in beach scenes [19] to 
predict trends in tourist activity, describes a two-stage procedure including a 
moving average algorithm to find potential targets that, once segmented, are 
submitted to a neural-based type of classification system. Another work in beach 
surveillance [20] focuses on the interaction between local observations and ex-
ternal data, presenting a system for feature extraction and integration with 
weather forecasts and wave data, aiming to assess and predict beach safety con-
ditions (mainly for recreational users like surfers). 

Infrared imagery can be found in countless areas of current work [21] [22], 
and has already been mentioned as useful to biometric technology used in bor-
der control [23] but we haven’t found any specific work related to the one pre-
sented here, both in terms of application and simplicity and performance—a 
highly favorable cost/benefit ratio, considering that it is an algorithm available 
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online and can run on a laptop with current hardware characteristics. 

2. Methodology 

Images acquired in infrared have the advantage, among others, of requiring very 
little ambient light, providing clear images both day and night. To simulate the 
images that can be acquired by a surveillance infrared camera aimed at the in-
terface sand/water in a coastline, we use infrared images taken at Monte Gordo, 
a beach on Portugal’s southern border that is part of a continuous 20 km stretch 
of sand. The images were acquired at a low observation angle, from the beach, 
with a Canon EOS M50 modified to full-spectrum and Canon EF-M 15 - 45 mm 
lens with an infrared filter Hoya R72. The proprietary RAW digital format was 
converted to jpg without compression in open-source software [24]. The only 
preprocessing needed to ensure a homogeneous dataset was implemented in a 
Matlab environment: location and extraction of the areas of interest followed by 
dimensions normalization. The large images were cut into tiles of 960 × 960 pix-
els for reasons of processing speed in the hardware available.  

The software used to detect and count people in the images is YOLO v7, re-
leased in July 2022 and made publicly available in a GitHub repository [9]. To 
use YOLO v7 on a new dataset (Figure 1) it needs to go through a training stage 
with a convenient number of images annotated: the objects of interest belonging 
to the class that is intended to be detected should be identified in a representa-
tive subset of images. 

This can be done online, for instance with [25] in three simple steps consisting 
in upload the data set intended for training the algorithm, identify all the occur-
rences in each image, and download a set of text files with the annotations in 
YOLO format.  

YOLO v7 and its precedent versions have another advantage over convention-
al algorithms: the possibility of transfer learning, which consists of reusing a  
 

 
Figure 1. Conceptual diagram describing the data processing steps: 1) in a subset of im-
ages all the targets are manually annotated; these annotations are the usual “ground 
truth” used in all supervised classifiers; 2) the algorithm is trained with the set of images 
annotated in several iterations (750 in the present example); 3) the resulting algorithm 
can be applied to any image of the same kind, detecting and counting the targets to which 
it is trained. 
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trained network to implement a new problem. Since basic features such as edges, 
contrasts or shapes are common to many detection problems, an already trained 
network can be used to implement a new problem, with a set of initial weights 
from training on very large datasets such as Common Objects in Context 
(COCO), with 80 classes and over 200,000 annotated images. The discriminators 
formed from the new training data will define the last layers of the CNN, tun-
ning the detector according to the details of the new application, while the basics 
defined by the first layers are used as a solid base. 

3. Results 

We used the e6e model from YOLO v7 and train the new people detection mod-
el with augmented data, changing only a few hyperparameters from the default 
values, namely the amounts of rotation to 0.5 degrees, translation to 0 pixels and 
the change in scale allowed to 0.5. The annotation of 33 images of a subset of 113 
tiles (960 × 960 pixels, 24-bit depth) with one class of objects of interest was 
done online [25]. Twenty-two images were used for the train and eleven for va-
lidation, respecting the recommended ratio of 2:1 between the train and valida-
tion images. 

The train was done once and took two hours twenty six minutes for 750 itera-
tions in a laptop equipped with dual Core Intel i7-10750H processor, 16 GB 
SDRAM, and a graphic unity NVIDIA GeForce RTX 2060 Max-Q 6GB; the re-
sulting weights defining the new model can be used to detect the same objects of 
interest on any similar image (Figure 2), with a processing time of 0.220 s for 
each image. 

The inference results were fine-tuned: the minimum confidence threshold 
that reflects the probability associated by the network to each detection of being 
a true positive was set to 0.20, and the intersection over union threshold, that in 
the train stage concerns the ratio of intersection to union of the forms predicted  
 

   
(a)                                    (b) 

Figure 2. Example of inference. The objects of interest detected by YOLO v7 in image (a) 
are marked in blue in image (b), with the respective confidence. The confidence threshold 
is 0.20. 
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and used, and in the inference phase has the practical result of avoiding double 
and triple detections of the same subject, was set to 0.30. The confidence for each 
detection is displayed in the classified image, so it’s possible to assess whether 
any change of the confidence threshold is needed, and in which direction: a low-
er value will include detections with a smaller probability of being true positives 
(Figure 3(a)), while a confidence threshold closer to one will limit the count to 
targets detected with higher confidence (Figure 3(b)). 

The recurring problem of concealment is partially solved, but there are still 
situations in which only a human eye can tell that there is a second target behind 
the obvious one; Figure 4 shows an image in which partial concealment is solved 
in three situations with people in water, but we can suspect that the figure in the 
foreground has someone next to them that the model doesn’t detect. 
 

   
(a)                                    (b) 

Figure 3. (a) The image shown in Figure 1(a) with a confidence threshold of 0.3 makes 
51 detections; (b) changing the confidence threshold to a more restrictive value of 0.7 re-
duces the detections to 27 with higher confidence. 

 

   
(a)                                    (b) 

Figure 4. (a) An image where there are several cases of partial concealment; (b) most 
cases are solved by the model, leaving the case in the foreground where only a human 
operator can detect the signs of a second target, that can or cannot be there. 
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The results of the model were evaluated by human curation on the remaining 
80 test tiles after detection with the aforementioned parametrization and quanti-
fied in terms of Precision and Recall. Precision is defined as the percentage of 
particles correctly classified among all the particles identified by the algorithm as 
positives as in Equation (1), including those not identified correctly. 

( )Precision = True Positives True Positives + False Positives        (1) 

Recall refers to the percentage of positives correctly detected in the sum of all 
occurrences of real positives (Equation (2)).  

( )Recall = True Positives True Positives + False Negatives         (2) 

The F1 score is a measure of the accuracy of a model in a data set, the harmonic 
mean of the accuracy and recall of the test results calculated with Equation (3). 

( ) ( )× ×F1 = 2  Precision Recall  Precision + Recall            (3) 

The resulting F1 score is in the range [0, 1], the highest value indicating perfect 
precision and recall, and the lowest meaning either precision or recall is zero.  

The model gives an overall precision of 0.97 and a recall of 0.92. Considering 
the 92% of true positives detected (correctly detecting 1647 in 1970 targets iden-
tified by human curation) and adding that the counting time was reduced to a 
few hundred milliseconds, it constitutes an acceptable result, with an F1 score of 
0.945.  

4. Discussion  

The methodology described only requires public domain software, running pro-
grams that can be used by anyone with basic informatic skills. A Matlab envi-
ronment [26] was used in this work to convert the large images to 960 × 960 pix-
el tiles, but there are open-source software options available online that can do 
the same, which consists basically of cropping, such as Image J [27]. The 
deep-learning tool is also open-source software and can be installed and run on 
an average personal laptop without any special requirements. The train stage 
preparation needs a human operator to annotate a subset of images containing 
the objects of interest with an online tool and consumes a few hours of 
processing. The inference consists of one line of commands and has two outputs: 
an image with all the occurrences identified by boxes around the targets and the 
confidence of each detection attached, and a screen output with the total of ob-
jects detected and processing time. The parametrization of the inference is the 
most demanding step, and the most delicate, because the relevance of false posi-
tives and false negatives for each situation is a function of the specific priorities 
of the problem, so several sets of parameters must always be evaluated in the test 
images.  

5. Conclusions 

The methodology described is an accurate way to quantify people, specifically in 
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a beach environment both outside and inside the water. Images are already being 
acquired automatically in several coastal areas that are either relevant for recrea-
tional purposes, such as surfing, or known as entry points often used by smug-
glers. After an initial training phase that can be carried out outside the imple-
mented workflow, each image will take less than a quarter of a second to process, 
regardless of the number of targets present, without any subjectivity or delay, 
day and night, and much less prone to errors than a human operator. The over-
all procedure could easily become semi-automatic, by sending an alarm to life-
guards in the event of someone entering a dangerous area or alerting the com-
petent authorities in the case of border surveillance; nonetheless, image annota-
tion in the training phase remains the only part where human intervention is the 
preferable option.  

The same procedure can be extended to other areas where the human load has 
become critical, such as highly touristic historical sites, where it could be used to 
control access without depriving people of enjoying them. Increasing the like-
lihood of early detection regardless of observation conditions and enabling a 
rapid and proportionate response is important for both aspects of people securi-
ty, ecosystem preservation [28], and border surveillance. 
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