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Abstract 
The basic theory of YOLO series object detection algorithms is discussed, the 
dangerous driving behavior dataset is collected and produced, and then the 
YOLOv7 network is introduced in detail, the deep separable convolution and 
CA attention mechanism are introduced, the YOLOv7 bounding box loss 
function and clustering algorithm are optimized, and the DB-YOLOv7 net-
work structure is constructed. In the first stage of the experiment, the PASCAL 
VOC public dataset was utilized for pre-training. A comparative analysis was 
conducted to assess the recognition accuracy and inference time before and 
after the proposed improvements. The experimental results demonstrated an 
increase of 1.4% in the average recognition accuracy, alongside a reduction in 
the inference time by 4 ms. Subsequently, a model for the recognition of dan-
gerous driving behaviors was trained using a specialized dangerous driving 
behavior dataset. A series of experiments were performed to evaluate the effi-
cacy of the DB-YOLOv7 algorithm in this context. The findings indicate a sig-
nificant enhancement in detection performance, with a 4% improvement in 
accuracy compared to the baseline network. Furthermore, the model’s infer-
ence time was reduced by 20%, from 25 ms to 20 ms. These results substantiate 
the effectiveness of the DB-YOLOv7 recognition algorithm for detecting dan-
gerous driving behaviors, providing comprehensive validation of its practical 
applicability. 
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1. Introduction 

Due to the swift growth of China’s economy, the number of automobiles has sig-
nificantly increased. In 2023, the total number of cars in the country had reached 
336 million [1], with 486 million drivers, 34.8 million newly registered motor ve-
hicles, and 24.29 million newly licensed drivers, a large increase. With the rapid 
rise in car ownership, the complexity of road traffic has increased correspond-
ingly, resulting in a continuous rise in the rate of traffic accidents [2]. According 
to the statistics of the Public Security Department, traffic accidents have become 
one of the main causes of casualties, and there are about 200,000 traffic accidents 
in China every year, with an average of one person dying every 8 minutes. Traffic 
accidents are mainly caused by drivers performing unrelated actions while driving 
[3], which indicates that the driver’s subjective interference factors increase the 
road risk.  

China has implemented many road safety measures to reduce traffic accidents 
caused by dangerous driving behaviors and ensure the safety of people’s travel. A 
lot of manpower and material resources have been invested and a lot of hardware 
resources have been deployed. For example, surveillance cameras [4] and tacho-
graphs [5] are installed in complex traffic sections to encourage drivers to con-
centrate on driving. However, these monitoring methods have certain limitations, 
not only is the cost high, but also the monitoring blind spot cannot be avoided, it 
is difficult to achieve all-around real-time monitoring, and the problem cannot be 
fundamentally solved. Therefore, how to monitor the driver’s real-time driving 
status and reduce the possibility of accidents has become an urgent problem to be 
solved. In recent years, with the rapid development of deep learning technology, 
remarkable results have been achieved in mature applications in the fields of im-
age segmentation [6], speech processing [7], and object detection [8], which pro-
vide new ideas for solving the problem of real-time monitoring of drivers’ driving 
behavior.  

This paper explores the development of a deep learning-based system for rec-
ognizing dangerous driving behaviors. It first outlines the overall framework of 
the recognition system, addressing the challenges encountered in identifying such 
behaviors within the vehicle environment. The paper introduces an improved ver-
sion of the YOLOv7 object detection algorithm, incorporating deep separable 
convolution and a CA attention mechanism, along with enhancements to the 
bounding box loss function and clustering methods. These improvements are val-
idated through comparative experiments on a custom dataset. The research offers 
valuable insights into the integration of deep learning for enhancing road safety 
by accurately detecting dangerous driving behaviors. 

2. Literature Review 

Deep learning-based detection technology is a non-contact detection method that 
collects data on the driver’s driving behavior by installing a camera inside the ve-
hicle. The data is then fed into a specific algorithm to analyze whether the driver 
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has committed a violation. This method does not directly interfere with the nor-
mal driving of the driver and has the advantages of lower cost and easier imple-
mentation. 

In 2012, Zhao et al. [9] used an artificial neural network based on the principle 
of multi-layer perceptron to quickly identify violations such as eating snacks and 
using mobile phones while driving. However, because the skin tone areas of the 
human face and hands tend to be connected, this results in a relatively low accu-
racy of the recognition effect. In 2015, Zhang et al. [10] developed a method to 
detect the behavior of drivers using mobile phones. Firstly, the AdaBoost algo-
rithm is used to detect the driver’s face, and then the FB Error feature point selec-
tion algorithm is used to screen out the key feature points on the face. Using the 
feature points obtained by these filters, it is possible to track the face of the driver 
when the driver’s head is turned. By analyzing the position of the head, it is pos-
sible to identify areas where the driver’s hand may be located when making a 
phone call. An adaptive skin tone detection algorithm is applied to the area to 
assess whether a driver is holding a phone in the area. This method provides an 
effective technical means to identify and prevent distractions while driving. In 
2016, Mo et al. [11] developed a deep learning-based computer vision model ca-
pable of identifying 12 different types of human behaviors, and this process does 
not require any prior knowledge. To enhance the generalization ability and ro-
bustness of the model, the team also adopted some algorithms to optimize the 
performance of the neural network. The recognition accuracy of this model 
reached 81.8%, which indicates that the use of a convolutional neural network 
model with supervised learning is an effective method for human behavior recog-
nition. In 2018, Xia et al. [12] proposed a method to detect distracted driving be-
havior using convolutional neural networks. In this method, the driver’s upper 
body is divided into 9 key points, and the data is collected using the Alpha Pose 
system. Then, with these 9 key points as the center, they are fused and passed to 
the next convolutional layer, which uses the VGG16 network and the ResNet50 
network for simulation processing. On the other hand, Xing et al. [13] captured 7 
different images of driving behavior through a camera, and they first segmented 
the original image to extract the driving area in the image and then used the 
trained CNN model for behavior detection. Both methods demonstrate the effec-
tiveness and potential of utilizing deep learning techniques in driving behavior 
recognition. In 2019, Xiong et al. [14] conducted an in-depth study on the prob-
lem of drivers using mobile phones to detect and proposed a new detection 
method based on deep learning. Firstly, the progressive calibration network is 
used to track the driver’s face in real-time, to accurately determine the position of 
the driver’s hand when making a phone call. Next, the neural network algorithm 
identifies the driver’s call behavior in the identified candidate area. The result is a 
recognition accuracy of up to 96.56% and detection at 25 frames per second, show-
ing excellent performance and practicability. In 2021, Ni Chengrun et al. [15] pro-
posed a ResNet-LSTM architecture with ResNet-LSTM as the core to realize the 
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comprehensive processing of spatial feature extraction, temporal information 
modeling and behavior recognition, introduced a traditional convolutional atten-
tion mechanism into the LSTM network, and proposed a global temporal atten-
tion module, which uses coefficient weighting to emphasize key features and sup-
press irrelevant features, thereby optimizing the modeling process of temporal in-
formation. Experiments verify the performance of the ResNet-LSTM network on 
the public dataset UCF101, with an accuracy rate of more than 95%. In 2023, 
Zhang et al. [16] improved the YOLOv5s algorithm to detect six unsafe driving 
behaviors of drivers, including playing with mobile phones with the left hand, 
playing with mobile phones with the right hand, drinking water, making phone 
calls with the left hand, making phone calls with the right hand, and taking both 
hands off the steering wheel, which is of great significance for improving road 
safety. 

3. YOLO Series Object Detection Algorithms 

The core idea of YOLO series object detection is to transform the object detection 
task into a regression problem [17], firstly, the input image is divided into several 
grids, and then it is assumed that the detected target center is one of these grids, 
then this grid is responsible for predicting the target, and the image is extracted 
by convolutional neural network, and then through regression prediction for each 
grid, the bounding box is output, and each predicted bounding box is represented 
by five quantities, which are the center position of the object (x, y), high h, wide 
w, and confidence. Figure 1 shows the implementation process of the YOLO al-
gorithm, firstly, the input image is divided into a grid of S × S. Each grid element 
is then responsible for identifying the target where its center point is located; The 
final output includes the coordinates of the bounding box of the target object, the 
confidence level, and the category information. In addition, the algorithm helps 
the network better learn the position information of objects with the help of a 
series of preset anchor frames, and the preliminary size of these anchor frames is 
obtained by clustering and analyzing the existing label images so that it can more 
accurately predict the position of the target object. 
 

 
Figure 1. YOLO target detection process. 
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The architecture of the YOLO object detection algorithm consists of three main 
parts: the feature extraction network, the feature fusion layer, and the detection 
decoupling head. Firstly, the algorithm uses the feature extraction network to ex-
tract key information from the input image, such as the texture and edge of the 
image. Then, through the feature fusion layer, the algorithm integrates features 
from different levels to obtain richer feature representations, enhance the model’s 
ability to recognize objects of various sizes and complexity and improve the 
model’s understanding and representation ability. The detection decoupling head 
converts the feature information into the output of object detection. It mainly 
outputs the location and category information of the target, including the position 
and size of the bounding box and the confidence of the target category. Figure 2 
shows the network structure. 
 

 
Figure 2. YOLO series network architecture. 

 
In the object detection task, directly predicting the size and center position of 

the bounding box may lead to too large a space of the solution, which makes it 
difficult for the model to converge stably, thus wasting a lot of computing re-
sources. To solve this problem, the YOLO series algorithm designed an anchor 
frame strategy, which generates a series of anchor frames at a fixed position in the 
image. Then, by learning the position of the objective, adjust the preset box. It not 
only reduces the computational complexity but also improves the speed of model 
convergence, effectively improving the efficiency and accuracy of detection. Fig-
ure 3 shows how it works. 
 

 
Figure 3. The prediction principle of YOLO’s bounding box. 
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( )= +x x xb σ t c                            (3.1) 

( )= +y y yb σ t c                            (3.2) 

= wt
w wb p e                              (3.3) 

= ht
h hb p e                              (3.4) 

where wp  and hp  represent the width and height of the anchor frame, respec-
tively; wb  and hb  represent the width and height of the prediction box, respec-
tively; xc  and yc  represent the coordinate values in the upper-left corner of 
the bounding box; xt  and yt  represent the center offsets of the prediction and 
anchor boxes; σ(t) represents the sigmoid function, the value range is 0 to 1, and 
the YOLO series network learns the offset of , , ,  andx y w ht t t t  through the train-
ing sample. 

4. Making and Processing Dataset 

In the dangerous driving behavior recognition model, a reasonable data set is cru-
cial to the accuracy of the model recognition. To make the dangerous driving be-
havior recognition model converge to a good range as soon as possible, the model 
is preliminarily trained by the existing public dataset so that the model tends to a 
relatively ideal convergence state. Therefore, when the dangerous driving behav-
ior dataset is trained, more image features can be learned with fewer iterations, 
which can improve the model’s ability to detect dangerous driving behaviors. In 
general, the selection of datasets requires that the test set and the training set are 
independently distributed, the amount of data is abundant, and the labels are cor-
rect. This paper selects PASCAL VOC as the pre-trained dataset, which is rich in 
data and has a distribution of targets, including 5 categories and 20 sub-categories 
of people, animals, vehicles, and indoor pictures, with 10,728 training sets and 
10,775 test sets, with a total of 52,090 sample frames and an average of 2.41 targets 
per target, which meets the basic requirements of this paper for the pre-trained 
dataset, and obtains the pre-trained weight file of the dangerous driving behavior 
recognition model through pre-training. Figure 4 shows the specific data classes 
of the PASCAL VOC dataset. 
 

 
Figure 4. PASCAL VOC dataset category. 
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4.1. Production of Dataset 

This paper involves five dangerous driving behaviors: making phone calls, playing 
with mobile phones, smoking, drinking, and eating, as shown in Figure 5. To get 
pictures of the below five dangerous driving behaviors, the camera is mounted on 
the A-pillar on the passenger side, which can completely capture all the move-
ments of the driver’s upper body. A total of 15,860 images were used for five dan-
gerous driving behaviors at different illumination levels, including 9510 images in 
the training set, 4750 in the test set, and 1600 in the verification set. 
 

 
Figure 5. Five dangerous driving actions. 

4.2. Data Annotation 

Make a dataset for the above five kinds of dangerous driving behaviors, after the 
data is collected, the dangerous driving behaviors in the picture need to be labeled. 
we need to correctly label each dangerous behavior of each picture. In this paper, 
the online annotation tool of Roboflow is selected, and the dangerous driving be-
haviors are labeled by using the annotation tool, and the labeling categories are 
divided into five categories, namely making phone calls, playing mobile phones, 
smoking, drinking water, and eating. The labeling process is shown in Figure 6. 
 

 
Figure 6. Roboflow annotation tool. 

 
To improve the accuracy of the dangerous driving model, it is necessary to 

avoid missing and wrong labels when using the annotation tool, and different pic-
tures of dangerous driving behaviors are stored in different folders. When label-
ing, you need to pay attention to selecting the YOLO labeling box and the folder 
address where the dangerous driving behavior is saved, and then labeling. 

5. DB-YOLOV7 Network Structure Design 

This section will analyze and improve the YOLOv7 network, so that the improved 
network is more suitable for the recognition of dangerous driving behaviors and 
further improve the recognition accuracy of the model. This paper improves the 
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YOLOv7 network through four aspects: firstly, by introducing deep separable 
convolution and CA attention mechanism into the YOLOv7 network; Secondly, 
the bounding box loss function and the clustering method of the initial anchor 
box of YOLOv7 were optimized. In the following, we will first analyze the struc-
ture of the YOLOv7 network, and then make improvements to the YOLOv7 net-
work. 

5.1. YOLOv7 Network Structure Analysis 

YOLOv7 target detection algorithm [18]-[20] inherits the network architecture of 
YOLOv5 and integrates many advantages of the YOLO series of algorithms. The 
YOLOv7 algorithm obtained by further optimizing the YOLOv5 algorithm has 
the following changes compared with YOLOv5, namely the detection method of 
the auxiliary head, re-parameterization, and efficient aggregation network, etc., the 
overall network structure is shown in Figure 7. The performance of the YOLOv7 
algorithm on the official data set is better than that of all previous YOLO series 
algorithms. Therefore, this article selects the YOLOv7 algorithm as the research 
object of the dangerous driving behavior recognition algorithm. 
 

 
Figure 7. Network structure of YOLOv7. 

 
The YOLOV7 network is mainly composed of three parts: input, Backbone, and 

Head. After the image is input, convolution, normalization, and other operations 
are performed in the Backbone module to complete feature extraction, and three 
feature maps of different sizes are output. The input is then processed in the Head 
module. Feature maps are fused, and finally, prediction and classification are per-
formed. As shown in Figure 7, there are various structural blocks in the YOLOv7 
network structure diagram. Their structure and functions are introduced as fol-
lows: 
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• CBS structure 
The basic convolution module in the YOLOv7 network is the CBS module, 

which mainly consists of three parts: the ordinary convolution module part, batch 
normalization, and SiLu activation function, as shown in Figure 8. 
 

 
Figure 8. CBS convolution structure diagram. 

 
• ELAN structure 

The ELAN structure is constructed by superimposing multiple CBS layers, as 
Figure 9 shows. This module’s main function is to perform continuous convolu-
tion processing on the input feature map and then splicing and fusion operations 
on the output feature map. This method effectively solves the problem of slow 
model convergence when increasing model depth. 
• MP structure 

Figure 10 shows that the MP structure has two branches. The left side is first 
down-sampled through the maximum pooling operation to achieve the effect of 
dimensionality reduction and parameter reduction. Then, it is changed through a 
1 × 1 convolution operation. The number of channels of the feature map. On the 
right side, the number of channels is first changed through 1 × 1 convolution, and 
then feature extraction is performed through 3 × 3 convolution. The step size of 
the convolution operation here is 2, and the down-sampling effect is also achieved. 
Finally, the results of the two branches are spliced in the channel dimension. This 
structure can effectively improve the feature extraction and fusion capabilities of 
the network. 
 

 
Figure 9. ELAN structure. 
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Figure 10. MP structure. 

 
• SPPCSPC structure 

The SPPCSPC module is improved from the SPP structure. It is obtained by 
adding a branch to the SPP structure. Its structure is shown in Figure 11. When 
entering SPPCSPC, a convolution operation is first performed, and then the tra-
ditional SPP operation is performed. Perform merge processing. This processing 
method can make the network have richer gradient combinations, improve the 
learning ability of the network, and reduce the amount of calculation. 
• ELAN-N structure 

The ELAN-N structure is similar to the ELAN structure. The main difference 
is the number of outputs on the right branch. The ELAN module is spliced with 
three branches, while the ELAN-N module chooses a five-branch structure, as 
shown in Figure 12. ELAN-N modules have a denser branching structure that 
helps improve the network’s learning capabilities. 
 

 
Figure 11. SPPCSPC structure. 
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Figure 12. ELAN-N structure. 

 
• RepConv structure 

The RepConv heavy-parameterization structure is adopted in the YOLOv7 net-
work structure, as shown in Figure 13. This structure is different in the training 
and inference processes. During the inference process, the RepConv structure uses 
a 3 × 3 convolution to replace the 1 × 1 and 3 × 3 convolutions in the three 
branches during training. This replacement operation can improve the inference 
speed of the model without affecting the accuracy. and reduce memory. 
 

 
Figure 13. RepConv structure. 

5.2. Improved Structural Block Design Integrating Depth-Wise  
Separable Convolution 

Depth-wise separable convolution [21]-[23] technology is implemented by de-
composing ordinary convolution into two stages: depth convolution and point-
wise convolution, as shown in Figure 14. The characteristic of depth convolution 
is that the convolution kernel and the number of channels of the input data are 
matched one-to-one. The number of input and output channels is the same. The 
point-by-point convolution operation is similar to the standard convolution op-
eration, and the channel number of each channel can be processed. The convolu-
tion results are combined. Using depth-wise separable convolution can greatly re-
duce the number of parameters and reduce the model size without losing model 
accuracy, which fully meets the needs of dangerous driving behavior detection. 
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Figure 14. Deep separable convolution. 

 
As can be seen from the above figure, if the input image is 640 × 640 × 3 and 

the output result is 640 × 640 × 4, the parameter stc of the ordinary convolution 
is stc = 3 × 3 × 3 × 4 = 108; The parameter quantity dsc of depth-wise separable 
convolution is the sum of the parameters of depth-wise convolution and point-
wise convolution: dsc = 3 × 3 × 3 + 1 × 1 × 3 × 4 = 39. When the input and output 
are the same, the number of parameters using depthwise separable convolution is 
much smaller than that of traditional convolution. Therefore, the introduction of 
depth-wise separable convolution can significantly reduce the number of param-
eters of the model while maintaining effective feature extraction capabilities. In 
addition, the SiLu activation function is used in the CBS basic module of YOLOv7, 
as follows: 

( )
1 x

xSiLu x
e−=

+
                     (5.1) 

Due to the existence of exponential form in the SiLu function, the derivation 
calculation requires a large amount of calculation and the calculation cost is too 
high, as shown in Figure 15. To further reduce the amount of calculation, this 
paper uses the Hard-Swish activation function [24] to replace the SiLu activation 
function in the CBS structure.  

The hard-Swish activation function is a commonly used piecewise function, its 
expression is as follows: 

( )
( )

0                           3
                              3

3 / 6        

if x
Hard Swish x x if x

x x otherwise

≤ −
− = ≥ +
 × +

. 
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Compared with the SiLu activation function, the Hard-Swish activation func-
tion has no upper bound on the function value and is a relatively smooth function. 
Its function curve and derivative curve are shown in Figure 16. It can satisfy the 
nonlinear regression of the model and effectively reduces the calculation amount 
of the model. However, the Hard-Swish activation function is not differentiable 
when x = ±3. To ensure the invertibility of the function in the continuous space, 
it is necessary to program the function and write case conditions. Based on the 
above comparison, this article selects the Hd-Swish activation function. 
 

 
Figure 15. SiLu activation function. 

 

 
Figure 16. Hard-Swish activation function. 

 
The ELAN structure is used many times in the backbone network of YOLOv7. 

The ELAN structure is stacked by multiple CBS layers. Depth-separable convolu-
tion and Hard-Swish activation functions can be used to replace the ordinary con-
volution and SiLu activation functions in the original structure. The specific im-
provement details are shown in Figure 17. 
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Figure 17. Improved ELAN Structural block. 

 
Replace the SiLu activation function in the ELAN structure with the Hard-

Swish activation function. Use depth-separable convolution at the end of the 
merge channel to replace the original 3 × 3 ordinary convolution, as shown in the 
yellow area in the figure above. Through this replacement, reduce the calculation 
amount of the model and speed up the reasoning speed of the model. 

5.3. Improvement of Anchor Frame Calculation Method 

The anchor box is used as a candidate frame in the field of target detection. It does 
not have a fixed size and aspect ratio, but the setting of the anchor box parameters 
has a crucial impact on the accuracy of target detection. The anchor boxes of the 
YOLO series of algorithms are all derived from the public data set COCO. The 
COCO data set is divided into eighty categories. However, the data studied in this 
article only has five categories. If the initial anchor box is too different from the 
size of the detected object, if it is large, it will lead to large adjustments during 
model training, which is not conducive to network convergence and affects model 
accuracy. Therefore, the initial anchor box of YOLOv7 is not completely suitable 
for the data set of dangerous driving behaviors. The dimensions of the default 
anchor box of YOLOv7 are shown in Table 1. 
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Table 1. The size of the default anchor frame for YOLOv7. 

Characteristic diagram Anchor frame 1 Anchor frame 2 Anchor frame 3 

80 × 80 (12, 16) (19, 36) (40, 28) 

40 × 40 (36, 75) (76, 55) (72, 146) 

20 × 20 (142, 110) (192, 243) (459, 401) 

 
In the YOLOv7 network, the K-means clustering algorithm is used by default 

as the clustering method of the initial anchor frame. The specific implementation 
process is as follows: First, k clustering centers are randomly selected from the 
dangerous driving behavior data set samples produced in this article  

1 2{ , , , }kC C C ; Then, calculate the Euclidean distance from the remaining sam-
ple points to the cluster center and classify them according to the proximity prin-
ciple. Update the position of the cluster center and repeat the above iterative pro-
cess multiple times until the end condition is reached and the sample clustering is 
completed. 

The calculation process of the objective of minimizing the square error E of the 
K-means clustering algorithm is as follows: 

2

2
1 i

k

i
i x c

E x µ
=

= −∑∑


                     (5.2) 

where, iµ  is the mean vector of ic , and the expression is as follows: 
1

i

i
x ci

x
c

µ = ∑


                        (5.3) 

However, the allocation of the initial clustering center of the K-means algo-
rithm is random. If the selected initial clustering center is far from the optimal 
clustering center, it will affect the convergence speed of the network and the ac-
curacy of model identification. To further improve the model performance, this 
paper chooses the K-means++ clustering algorithm [25] to re-cluster the collected 
dangerous driving behavior data sets. The K-means++ clustering algorithm is im-
proved based on the K-means clustering algorithm. It solves the problem caused 
by the K-means clustering algorithm’s random allocation of initial frames. The 
specific implementation process is as follows: First, in the input data set Select a 
cluster center from X; then, calculate the shortest distance D(x) from the remain-
ing sample points to the cluster center; then, use formula 5.4 calculate the proba-
bility P(x) corresponding to each sample point, and select the point with the high-
est probability as the next clustering center. 

( ) ( )
( )

2

2

x X

D x
P x

D x
=
∑ 

                     (5.4) 

Although the amount of calculation is increased and more time is consumed 
when selecting the initial clustering center, by accurately selecting the clustering 
center, the clustering stage can converge quickly. This reduces the overall calcula-
tion time and obtains a more suitable Anchor frame for dangerous driving 
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behavior recognition and detection, significantly improving the accuracy of the 
model. During the clustering process, the convergence relationship curve between 
different k values and IoU is shown in Figure 18. 
 

 
Figure 18. Convergence curve of clustering center k and IoU. 

 
As seen from the above figure, when the value of k ranges from 0 to 9, the up-

ward trend of the curve is faster. When the value of k is greater than 9, the curve 
tends to be stable. Therefore, this article selects 9 clustering centers to ensure ac-
curacy and improve computational efficiency as much as possible. The specific 
dimensions of the anchor box are shown in Table 2. 
 
Table 2. Size of anchor frame after K-Means++ clustering. 

Characteristic diagram Anchor frame 1 Anchor frame 2 Anchor frame 3 

80 × 80 (17, 23) (23, 35) (30, 45) 

40 × 40 (38, 62) (53, 77) (60, 96) 

20 × 20 (80, 130) (102, 180) (140, 208) 

 
As can be seen from Table 2, the gap between the 9 prior frames obtained by 

this article through the K-means++ clustering algorithm is large, which has a good 
clustering effect on dangerous driving behavior and effectively solves the YOLOv7 
initial anchor problems caused by box training of models. 

5.4. CA Attention Mechanism 

The attention mechanism can increase the weight of learning important infor-
mation during the learning process of the network. For example, in the data set of 
dangerous driving behavior recognition, the attention mechanism can improve 
the neural network's attention to dangerous driving behavior information and re-
duce the impact of background information on model training. influence and im-
prove model recognition performance [26] [27]. The CA attention mechanism has 
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the characteristics of high efficiency, flexibility, compatibility, etc. Its structure is 
shown in Figure 19. 
 

 
Figure 19. Construction of coordinate attention. 

 
The specific implementation process of the CA attention module is as follows: 
• To obtain accurate position information, the CA attention mechanism per-

forms global average pooling on the input feature map, that is, average pooling 
in the horizontal and vertical directions. The calculation process is as follows: 

( ) ( )
0

1 ,h
c c

j W
Z h x h i

W ≤ <

= ∑                    (5.5) 

( ) ( )
0

1 ,w
c c

j H
Z w x j w

H ≤ <

= ∑                  (5.6) 

Among them, h
cZ  and w

cZ  represent the pooling results of the height and 
width of the c channel respectively and two feature maps are generated. The spe-
cific coordinate information embedding operation process is shown in Figure 20. 
 

 
Figure 20. A coordinate information embedding. 

 
• Splice the feature maps in the spatial dimension, and then perform convolu-

tion operation and sigmoid activation function, etc., and finally obtain two at-
tention vectors hg  and hg , the calculation formula is as follows: 
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( )( ) ( ) 1

1 , ,
C H Wh w rf F z z f Rδ
× + ×

 =                   (5.7) 

( )( ) 1
,

C Hh h h r
hg F f f Rδ

× ×
=                   (5.8) 

( )( ) 1
,

C Ww w w r
wg F f f Rδ

× ×
=                   (5.9) 

Among them, δ is a nonlinear activation function, F1 represents the matrix con-
nection of hz  and wz , r is the scaling factor, and f is the output result after the 
above operation, which contains the intermediate features of horizontal and ver-
tical information. 
• Convolve the feature maps of hg  and wg  obtained through a broadcast 

transformation with the input feature map xc after residual processing to ob-
tain the final attention feature yc. The calculation process is as follows: 

( ) ( ) ( ) ( ), , h w
c c c cy i j x i j g i g j= × ×                 (5.10) 

This article adds a CA attention module at the connection between the Back-
bone and the head part of the YOLOv7 network. Since the Backbone layer of 
YOLOv7 outputs three feature maps of different sizes, it is necessary to add three 
CA attention modules at the connection between the Backbone and the head part. 
The specific adding location is shown in Figure 21. Due to the different sizes of 
the input feature maps, to reasonably allocate computing resources, this paper 
chooses CA structures with different convolution kernels for calculation. For the 
feature maps of 20 × 20 × 512 and 40 × 40 × 1024, a convolution of 3 × 3 is used. 
Use a convolution of 7 × 7 for the feature map of 80 × 80 × 512. 
 

 
Figure 21. YOLOv7 network structure with CA attention mechanism. 

5.5. WIoU Bounding Box Loss Function 

The bounding box loss function is crucial in the target detection task. It directly 
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affects the learning ability of the model. An appropriate bounding box loss func-
tion can effectively guide the model to reduce the difference between the predicted 
box and the real box, thereby improving the target detection model. overall per-
formance. The original YOLOv7 algorithm uses the CIoU bounding box loss func-
tion, but this loss function has some shortcomings in the actual operation process. 
This article will use the WIoU bounding box loss function [28] instead of CIoU. 

2

21CIoU
dL IoU v
c

α= − + +                 (5.11) 

As shown in Figure 22, c represents the diagonal length of the minimum cir-
cumscribed rectangle between the predicted box and the actual box; d is the Eu-
clidean distance between the center points of the two boxes; v represents the sim-
ilarity between the predicted box and the actual box; α is expressed as an adjust-
ment factor used to balance the impact of v in the total loss. The expressions for v 
and α are as follows: 

2

2

4 g

g

x xv arctan arctan
y yπ

 
= −  

 
                  (5.12) 

1
v

IoU v
α =

− +
                      (5.13) 

Among them, , , ,g gx y x y  are the width and height of the prediction box and 
target box respectively, as shown in Figure 23. 

As can be seen from the above, the calculation of the CIoU loss function is more 
complicated and requires more information to be considered. Therefore, the 
training process of the model requires a large amount of data, which is not friendly 
to the training of small-scale data sets. Secondly, the penalty term of the aspect 
ratio is introduced by the CIoU loss function. When the aspect ratio of the pre-
dicted frame and the real frame are the same or similar, the penalty term will be 
invalid, causing the CIoU loss function to be unstable. 

The WIoU v3 bounding box loss function selected in this article is a bounding 
box loss based on a dynamic non-monotonic focusing mechanism. It can adap-
tively adjust the weight according to the difficulty of sample identification to im-
prove the overall performance of the detector. 

The WIoUv3 loss function is improved based on WIoUv1 and WIoUv2. The 
specific implementation process is as follows: 

1VWIoU WLoU IoUL R L=                      (5.14) 

( )
2

*2 2
expWIoU

g g

dR
W H

 
 =   + 

                  (5.15) 

Among them, [ ]1,WIoUR e  is used to amplify the score of ordinary quality an-
chor the boxes; [ ]0,1IoUL   the purpose is to reduce the WIoUR  of high-quality 
anchor boxes; the benefits of this processing method When the overlap between 
the anchor frame and the target frame is high, the distance between the center 
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points of the two frames is mainly considered, effectively solving the problem of 
CIoU. The problem of the failure of the penalty term; gW  and gH  represent 
the width and height of the minimum bounding box respectively; “*” means strip-
ping the parameters from the calculation graph, effectively eliminating factors that 
hinder the convergence gradient in WIoUR ; iW  and iH  respectively Indicates 
the width and height of the intersection, as shown in Figure 22. 
 

 
Figure 22. WloU loss function diagram. 

 

 
Figure 23. CIoU loss function diagram. 

 
The WIoUv2 loss function adds a monotonic static focusing mechanism based 

on WIoUv1. It is derived from a monotonic focusing mechanism (FM) for cross-
entropy, which allows the model to focus on difficult samples and reduce the num-
ber of simple samples. The influence of the function loss value further improves 
the classification performance of the WIoU loss function. The expression is as 
follows:  

2 1

*
V VWLoU IoU WIoUL L Lγ=                    (5.16) 

among them, [ ]* 0,1IoULγ  , represents the monotonic focusing coefficient intro-
duced to adjust the gradient; since IoUL  will gradually become smaller during 
model training, and the gradient gain will decrease accordingly, resulting in 
slower model convergence. To solve this problem, the mean value of IoUL  is used 
as the normalization factor to balance the gradient gain in this way. The specific 
implementation process is as follows: 
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1

*

v
IoU

w WIoU
IoU

L
L L

L

γ
 

=   
 

                  (5.17) 

among them, IoUL  represents the dynamic average, which can maintain the gra-
dient gain at a high level, effectively solving the problem of slow convergence of 
the model. Based on the research on WIoUv1 and WIoUv2, WIoUv3 uses the dy-
namic non-monotonic focusing mechanism to further improve the allocation 
strategy of allocating gradient gains. The specific implementation is as follows: 

3 1V VWIoU WIoUL rL=                     (5.18) 

r β δ

β
δα −=                        (5.19) 

*
IoU

IoU

L
L

β
 

=   
 

                       (5.20) 

among them, β represents the abnormality of the anchor box, which is also called 
the outlier degree. When the value of β is larger, it means that the quality of the 
current anchor box is lower, and a smaller gain r will be assigned to it, which also 
directly affects the classification performance. Since the value of IoUL  changes 
dynamically, the quality evaluation criteria of the anchor frame are also dynami-
cally adjusted. WIoUv3 can select the most appropriate gradient enhancement 
strategy according to the conditions of training to improve the classification per-
formance of the network. α and δ are two hyperparameters. The mapping between 
different hyperparameters and gain gradients is shown in Figure 24. 
 

 
Figure 24. Dispersion and gain gradient relationship. 

6. DB-YOLOv7 Network Model Verification and Result Analysis 

In this paper, the DB-YOLOv7 network model is trained on the Window10 plat-
form using the self-made dangerous driving behavior dataset, the Python 3.8 en-
vironment is configured, and CUDA10.2 + CUDNN7.6.5 is used under the 
Pytorch1.8.1 framework to RTXA4000 the graphics card for acceleration. DB-
YOLOv7 was trained on dangerous driving behavior recognition, using the 
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Adams optimizer, the batch size was set to 8, the initial learning rate was 0.001, 
and the natural exponential decay was carried out. The dataset is divided accord-
ing to the training set:validation set:test set = 6:3:1. The training process is shown 
in Figure 25. As can be seen from the figure, the model tends to converge after 
300 training iterations, so the model at this time is taken as the optimal model in 
this paper, and subsequent performance test experiments are carried out. 
 

 
Figure 25. The DB-YOLOv7 model training curve. 

Evaluation Indicators for Object Detection 

The evaluation indexes of object detection mainly include Precision, Recall, F-
score, and Average Class Accuracy mAP. Precision represents the proportion of 
all positive samples predicted that are labeled as positives, and the expression is as 
follows: 

TPPrecision
TP FP

=
+

                    (6.1) 

Where TP refers to the number of samples correctly predicted to be a positive 
class, and FP refers to the number of negative samples incorrectly labeled as a posi-
tive class. Recall refers to the proportion of data that the model correctly identifies 
as positive samples out of all data that are positives, and is expressed as follows: 

TPRecall
TP FN

=
+

                      (6.2) 

FN represents the number of positive samples incorrectly predicted to be negative. 
Both precision and recall are affected by the number of positive and negative 

samples in the sample, and considering only the precision and recall are not enough 
to evaluate the performance of the model correctly, therefore, the F score−  is in-
troduced, which combines the two evaluation parameters of precision and recall, 
and its definition formula is as follows: 

( ) ( )
2

2
1 precision recallF

precision recallβ β
β

×
= + ×

× +
            (6.3) 

In different β values, Fβ the focus on precision and recall is different, when β = 
1, the F score−  evaluation measures pay the same attention to precision and 
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recall, referred 1F score− . When β = 2 indicates that the evaluation index pays 
more attention to the recall rate and is called the 2F score− . Both precision and 
recall are crucial for the prediction evaluation of this paper. Therefore, the  

1F score−  was selected as the evaluation index. 
During the evaluation of the object detection model, the sensitivity of the model 

can be adjusted by setting different confidence thresholds. Only if the confidence 
level of the prediction exceeds this threshold, the prediction is considered success-
ful. Different confidence thresholds directly affect the accuracy and recall of the 
model. The P-R curve is plotted with recall as the horizontal axis and precision as 
the vertical axis, as shown in Figure 26, and the average accuracy AP can be cal-
culated by integrating the P-R curve. 
 

 
Figure 26. P-R curve. 

 
Average accuracy AP is defined as follows: 

( )
1

0

AP P R dr= ∫                        (6.4) 

50AP  refers to the effectiveness of the prediction target when the 0.5IoU ≥  of 
the prediction box and the dimension frame is 50AP  is a case-specific AP metric 
that reflects the model’s ability to predict positive samples when that condition 
occurs. mAP, on the other hand, refers to the evaluation of multiple categories, 
which is the average of the AP values of each category, and provides a compre-
hensive way to evaluate the model’s performance across all categories. mAP inte-
grates the detection accuracy of the model in all categories, which is a key indica-
tor to evaluate the performance of the object detection model. The formula is as 
follows: 

1

1 N

i
i

mAP AP
N =

= ∑                        (6.5) 

7. Experimental Design and Analysis of Results 

To verify the superiority of YOLOv7 as the basic network and the effectiveness of 
the YOLOv7 network improvement method, two sets of experiments were 
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designed for analysis. 
• Experiment 1:  

To verify the comprehensive performance of the DB-YOLOv7 model proposed 
in this paper, before training the model, the DB-YOLOv7 network model was pre-
trained on the PASCAL VOC dataset for 100 rounds to obtain the basic object 
detection model, and then six types of objects were randomly selected from the 
dataset. These images contain 1532 detection targets, and comparative experi-
ments were carried out in YOLOv7 and DB-YOLOv7 in this paper, with the eval-
uation index of 50AP , the relevant experimental data are shown in Table 3 and 
Table 4, and the inference output of the model is shown in Figure 27. 
 
Table 3. Comparison of VOC dataset recognition accuracy before and after YOLOv7 im-
provement. 

Category DB-YOLOv7 YOLOv7 

mAP50 75.5 74.1 

Bird 74.5 73.2 

Dog 78.8 77.5 

Cat 79.6 78.7 

Person 71.8 71.7 

Couch 72.1 71.2 

Car 76.2 72.3 

 
Table 4. Reasoning time before and after YOLOv7 improvement. 

Algorithm model Reasoning time 

DB-YOLOv7 24 ms 

YOLOv7 28 ms 

 
It can be seen from Table 3 and Table 4 that the DB-YOLOv7 model is superior 

to the YOLOv7 basic model in terms of detection accuracy and speed. Experi-
ments show that on the PASCAL VOC test data set, the model achieves an average 
detection accuracy of 75.5%, which is 1.4% higher than the original YOLOv7 
model. In particular, the recognition accuracy of cars is improved by about 4%, 
and the inference time is also improved to a certain extent. Compared with the 
original model, the 28 ms is reduced to 24 ms. Therefore, the dangerous driving 
behavior recognition model DB-YOLOv7 proposed in this article can have better 
recognition accuracy and speed in the target detection task, meeting the design 
requirements of the dangerous driving recognition model. 
• Experiment 2:  

To deeply verify the impact of the improvement strategy proposed in this article 
on the performance of the YOLOv7 network, this article designed and conducted 
a series of ablation experiments. Select the self-made dangerous driving behavior 

https://doi.org/10.4236/jcc.2024.1212016


M. T. Islam et al. 
 

 

DOI: 10.4236/jcc.2024.1212016 313 Journal of Computer and Communications 
 

data set in this article for fine-tuning training. The test set uses 1600 normal light-
ing images. With the hardware conditions and other parameter settings remaining 
consistent, 300 rounds of training are performed. The experimental results use 
precision, recall, 1F score− , and inference time as indicators to evaluate model 
performance. The model identification results are shown in Table 5, and the in-
tuitive performance of the ablation experiment results is shown in Figure 28. 
 

 
Figure 27. DB-YOLOv7 model recognition results. 

 
Table 5. Comparison of ablation results of DB-YOLOv7. 

Network model Precision Recall F1-score Inference time (ms) 

YOLOv7 91.32 90.41 90.86 25 

YOLOv7 + DSC 90.03 90.48 90.25 22 
YOLOv7 + DSC + 

CA 
92.56 91.02 91.78 22 

YOLOv7 + DSC + 
CA + WIoU 

93.65 92.42 92.98 21 

DB-YOLOv7 94.03 93.03 93.52 20 

 
As can be seen from the table above, the performance of the DB-YOLOv7 model 

has been greatly improved compared to the YOLOv7 model. The precision rate has 
increased from 91.32% to 94.03%; the recall rate has increased from 90.41% to 
93.03%; and the 1F score−  has increased from 90.86 % to 93.52%; the inference 
time also dropped from 25 ms to 20 ms, verifying the effectiveness of this method 
in improving the YOLOv7 network. The performance of DB-YOLOv7 in identify-
ing five types of dangerous driving behaviors is shown in Table 6 below. 

https://doi.org/10.4236/jcc.2024.1212016


M. T. Islam et al. 
 

 

DOI: 10.4236/jcc.2024.1212016 314 Journal of Computer and Communications 
 

 
Figure 28. DB-YOLOv7 Performance test result. 

 
Table 6. Performance of DB-YOLOv7 model on a self-made dataset. 

Behavior type Precision Recall F1-score Inference time (ms) 

Smoking 90.06 90.37 90.21 23 

Phone call 97.38 97.42 97.40 19 

Play with phone 96.57 96.68 96.62 20 

Drinking 96.25 96.42 96.33 19 

Eating 94.83 95.08 94.90 20 

 
As can be seen from the above table, the DB-YOLOv7 network model has the 

best recognition performance for call behavior, with an accuracy rate of 97.38%, a 
recall rate of 97.42%, and an inference time of only 19 ms. The recognition per-
formance of smoking was slightly weaker, with a recognition accuracy of 90.06%, 
a recall rate of 90.37%, and an inference time of 23 ms. DB-YOLOv7 has a recog-
nition accuracy of more than 90% for the five dangerous driving behaviors de-
signed in this paper, which meets the needs of dangerous driving behavior recog-
nition. 

8. Conclusion and Future Works 

This paper presents a deep learning-based approach for the recognition of dan-
gerous driving behaviors, to enhance road safety by accurately detecting poten-
tially hazardous actions during vehicle operations. We proposed an improved ver-
sion of the YOLOv7 object detection algorithm, which integrates deep separable 
convolution and a CA attention mechanism, along with optimizations to the 
bounding box loss function and clustering methods. The resulting DB-YOLOv7 
network demonstrated substantial improvements in both recognition accuracy 
and inference speed. 

Experimental results confirm that the DB-YOLOv7 model significantly outper-
forms the original YOLOv7 in terms of detection accuracy, with an average 
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increase of 4%. Furthermore, the inference time was reduced from 25 ms to 20 
ms, highlighting its efficiency for real-time applications in monitoring dangerous 
driving behaviors. These results not only validate the effectiveness of the proposed 
approach but also underline the potential for real-world implementation in en-
hancing road safety. 

Despite these promising results, there are still several challenges and opportu-
nities for further improvement. One key limitation is the dataset size and diver-
sity; while the custom dataset used in this study covers various dangerous driving 
behaviors, it is still relatively small compared to the diverse range of driving con-
ditions and environmental factors encountered in real-world scenarios. Future re-
search should focus on expanding the dataset by incorporating more diverse driv-
ing situations, including different weather conditions, traffic densities, and geo-
graphic locations. This would improve the generalizability and robustness of the 
model across various environments. However, this study has made significant 
strides in utilizing deep learning for dangerous driving behavior detection, there 
remains considerable potential for future improvements and the integration of 
complementary technologies to create a more comprehensive and efficient road 
safety system. 
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