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Abstract 
The development of a knowledge management system for the National Hydro 
Data Center of Thailand was described in this paper. The system was created 
after the major flood event in 2011 to improve water resource management. It 
addresses the need for easy access to water situation reports, which are crucial 
for informed decision-making on water usage, allocation, and reservoir man-
agement. The system utilizes Optical Character Recognition technique to con-
vert scanned water situation reports into searchable text. It applied FastText 
and ElasticSearch for advanced search functionalities. FastText identified the 
documents related to the search query, even with typos or misspelled words. 
ElasticSearch allows for efficient searching of text data based on relevance. The 
system also integrates Google Search for additional information access. There-
fore, this knowledge management system provides an efficient way to access 
and analyze water situation data in Thailand.  
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1. Introduction 

After the 2011 huge flood event in Thailand, National Hydro Data Center or NHC 
system was developed by Hydro-Informatics Institute (Public Organization) or 
HII that is a central system for collecting water resources data, including water 
situation monitoring report, and water situation forecasting report, allowing for 
easy, quick, and efficient data access and analysis. The water situation reports in 
various conditions, whether monthly, weekly, or daily, are the crucial tools for 
effective and sustainable water resource management. The significance of the wa-
ter situation reports is that these current and forecasted water situation data assist 
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the relevant agencies to plan water usage, allocation, and reservoir management 
appropriately, reducing the risks of drought and floods. The water situation mon-
itoring and the potential events predicting, such as severe droughts or flash floods, 
give the public and relevant agencies sufficient time to prepare and respond. The 
accurate and comprehensive water situation data is essential for high-level deci-
sion-makers, both in the public and private sectors, in formulating policies and 
measures related to water use. 

The knowledge management system for the water situation reports was devel-
oped to organize the scattered data into a readily accessible, efficient, and useful 
format for sustainable water resource management decision-making. The various 
sets of data were organized and categorized systematically for easy search and use. 
The user-friendly search tool was designed and developed to allow users to quickly 
find the information they need.  

In this knowledge management system, FastText offers rapid learning of word 
representations and sentence classification. Compared to other systems [1]-[3] 
that rely on either CNNs or RNNs, FastText demonstrates comparable results 
while requiring significantly less training time [4]. Therefore, FastText and Elas-
ticSearch techniques were applied to improve the search accuracy. Combining 
FastText [5], a technique for creating vector representations of words and sen-
tences, with ElasticSearch [6], a high-performance real-time search engine, signif-
icantly improves the accuracy and comprehensiveness of search in knowledge 
management systems [7], especially for natural language, which is Thai language, 
tasks like searching for terms in water situation reports. The FastText model and 
ElasticSearch index structure can be continuously improved for higher accuracy. 
The system can accurately search for documents related to search query, even if 
the query words have similar meanings but different spellings. It supports various 
search types, such as similar word searches or phrase searches. Furthermore, this 
system can search for additional information using Google Search engine. 

The remaining of this paper is organized as follows: Section 2 presents the tech-
nology backgrounds of this work. Section 3 presents NHC knowledge manage-
ment system. Section 4 presents the document searching of NHC knowledge man-
agement. Section 5 presents the user interface of NHC knowledge management 
search. Finally, it is the conclusion of this work. 

2. Backgrounds 
2.1. Optical Character Recognition  

Optical Character Recognition or OCR is the process that converts a text image 
into a machine-readable text format. The words in the image files cannot be pro-
cessed such as edit, search, or count by using a word processing software. There-
fore, OCR is applied to convert the image into the text document that can be an-
alyzed [8].  

The OCR engine or OCR software works as shown a flow in Figure 1 and de-
scribed in the following steps [9]: 
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Figure 1. OCR workflow diagram. 
 
 Preprocessing: The pre-processing step is for cleaning the document images 

and removes any errors or noises to prepare it for reading. 
 Segmentation: Segmentation is an important step to separate text lines, words, 

or characters. 
 Feature extraction: After segmenting the character, extraction of feature like 

height, width, horizontal line, vertical line, and top and bottom detection is 
done. 

 Recognition: For classification or recognition back propagation algorithm is 
used. 

 Output: Output is saved in the text format. 

2.2. Text Similarity 

Text similarity is a piece of text comparing with another and finding the similarity 
between them. It is about determining the degree of closeness of the text. For text 
document such as sentences or words, Natural Language Processing or NLP ap-
proaches are applied to process the raw text and help the model to detect the sim-
ilarity more efficiently. In daily life, the similarity in meaning between texts are 
always needed to compute: 
 Search engines need to model the relevance of a document to a query, beyond 

the overlap in words between the two.  
 Selecting the most similar output text. 
 Checking similarity of multiple documents or letters. 
 Choosing the most appropriate documents. 

Therefore, to start with the text similarity task the input text is mainly needed 
to convert into a machine-readable format then gets converted into vectors that 
are understood by the machine to calculate the similarity [10]. 

2.3. FastText Model 

FastText is an open-source, free library from Facebook AI Research or FAIR for 
learning word embeddings and word classifications. This model allows creating 
unsupervised learning or supervised learning algorithm for obtaining vector rep-
resentations for words. It also evaluates these models. Uses of FastText as follows 
[11]:  
 It is used for finding semantic similarities, 
 It can also be used for text classification,  
 It can train large datasets in minutes. 

FastText is very fast in training word vector models. It can be trained about 1 
billion words in less than 10 minutes. The models built through deep neural net-
works can be slow to train and test. Word Embedding is an approach for 
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representing words in vector form. It provides similar vector representations for 
words that have similar meanings [12]. 

2.4. ElasticSearch 

ElasticSearch is a distributed, open-source search and analytics engine built on 
Apache Lucene and developed in Java. It started as a scalable version of the Lucene 
open-source search framework then added the ability to horizontally scale Lucene 
indices. ElasticSearch can store, search, and analyze huge volumes of data quickly 
and in near real-time and give back answers in milliseconds. It’s able to achieve 
fast search responses because instead of searching the text directly, it searches an 
index. It uses a structure based on documents instead of tables and schemas and 
comes with extensive REST APIs for storing and searching the data. ElasticSearch 
is a server that can process JSON requests and give JSON data back [13]. 

ElasticSearch organizes data into documents, which are JSON-based units of 
information representing entities. Documents are grouped into indices, similar to 
databases, based on their characteristics. ElasticSearch uses inverted indices, a data 
structure that maps words to their document locations, for an efficient search. Elas-
ticSearch’s distributed architecture enables the rapid search and analysis of mas-
sive amounts of data with almost real-time performance [8]. 

2.5. Google Search 

The Programmable Search Element Control API is a set of functions provided by 
Google that allows you to customize the Programmable Search Engine. This in-
cludes creating a search box, customizing the look of the search engine, and con-
trolling the search results [14]. 

3. NHC Knowledge Management System 
3.1. Overview of System 

The knowledge management system has been designed to serve the two primary 
purposes followings: 1) an internal search engine for NHC report data, and 2) a 
gateway to Google Search. The aim is to provide convenient access to relevant 
information for both HII in-house and the general public. This section will detail 
the display of the system and the design of the data platform. 

This system was developed the search function focused on the data sets on 
Google system and NHC system on url: http://www.thaiwater.net/report. These 
reports cover various topics and file formats as displayed in Table 1. 
 
Table 1. List of report documents data on Thaiwater.net website. 

Number Document Format 

1 สรุปสถานการณ์นํ้าประจาํวนั PDF 

2 รายงานสถานการณ์นํ้าประจาํวนั PDF 

3 รายงานขอ้มูลนํ้า รายสัปดาห์ PDF 

https://doi.org/10.4236/jcc.2024.1210003
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Continued 

4 รายงานขอ้มูลนํ้า รายเดือน PDF 

5 รายงานขอ้มูลภยัแลง้ รายเดือน PDF 

6 รายงานขอ้มูลนํ้าคาดการณ์นํ้าฝน 6 เดือน PDF 

7 รายงานสถานการณ์นํ้ารายปี HTML 

8 บนัทึกเหตุการ์นํ้าท่วม นํ้าแลง้ในอดีต HTML 

3.2. Data Collection and Data Management 

This step involves collecting historical data for each category, as well as prepro-
cessing the data. The objectives are to study the overall image of all reports, store 
them in a database for searching, and to explore suitable search systems for the 
data before actual development. The details of each step are described as the fol-
lowings. 

Retrieving Historical Data 
Starting with an analysis of file names to determine the most convenient and effi-
cient method of data retrieval. File names can be categorized into two types and 
have different retrieval methods.  
 Case I: The program script can be developed for downloading the report doc-

uments. The program was developed to generate file names based on the for-
mat of file names on the website and download these report files. In this case, 
the file names must have a clear and consistent format, as shown in the exam-
ple below where only the date changes while the rest remains have the same 
texts. 

 Data items of case I in Table 1 are the reports number 1, 2, and 4 - 6.  
 Example file names for the daily water situation report:  

https://hdrive.hii.or.th/PmocReport/2022/05/20220510_PMOC_Report.pdf 
https://hdrive.hii.or.th/PmocReport/2022/05/20220511_PMOC_Report.pdf 
https://hdrive.hii.or.th/PmocReport/2022/05/20220512_PMOC_Report.pdf 

 Case II: The program script cannot be written for downloading the report doc-
uments. In this case, file names have the inconsistent formats or not clearly 
pattern, as shown in the example below where two parts of the file name 
change unpredictably, writing a script may result in incomplete file down-
loads. In such cases, the system will download files from a complete list of files 
provided by NHC. 

 Data item of case II in Table 1 is the report number 3  
 Example file names for daily water situation report:  

https://tiwrm.hii.or.th/web/attachments/1057_20220404_Predict_SendRid.pdf 
https://tiwrm.hii.or.th/web/attachments/1058_20220404_Predict_SendRid.pdf 
https://tiwrm.hii.or.th/web/attachments/1059_20220411_Predict_SendRid.pdf 

3.3. Data Processing 

Because the search system can only search for text data, the system must extract 
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text from PDF files as being data items 1 - 6 in Table 1. On processing, the system 
is needed to process 636 pages per month. OCR method was applied in this work. 
We have studied the methods that can be applied, and tested them on a daily water 
situation report as shown the result in Figure 2. 
 

 

Figure 2. Daily water situation report using OCR. 
 

For Google Search, this is one of Google services that facilitates image analysis 
and can convert image data into text format. It is known for its high accuracy in 
converting images to text [15]. The result from the experiment as shown in Figure 
3. 
 

 

Figure 3. The Google Search result. 

4. Design and Development of a Search System 

As workflow shown in Figure 4, due to the different user needs, we have divided 
our search system into two main categories: 1) Searching within NHC documents, 
and 2) Searching on Google Search Engine. Given these different requirements, 
the design and development approaches for each category will be also different as 
followings. 

4.1. Searching within NHC Documents 

A search engine is comprised of two primary functions: the application of models 
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for similar words matching and the use of ElasticSearch for retrieving documents 
related to all search terms. The workflow is shown in Figure 5 that the system 
receives the search query words from the user. The system finds a set of similar 
words to the user’s search query using a model developed with the Python package 
called FastText. This similar word search helps the system find relevant docu-
ments, even if they don’t contain the exact words the user searched for. For exam-
ple, if a user searches for “ปริมาณนํ้าฝน”, the system can find related terms like 
“ปริมาณฝน” and retrieve documents related to both “ปริมาณนํ้าฝน” and “ปริมาณฝน”. The 
system sends the user’s search query and the similar words to search all documents 
in the database by sending the search query to ElasticSearch, a NoSQL database 
with a built-in search engine that can operate very quickly. This section will first 
explain the development and use of the similar word search model using FastText, 
followed by an explanation of the search system developed with ElasticSearch as 
described above. 
 

 

Figure 4. An overview of the design and development of an information retrieval system. 

 

 

Figure 5. A workflow of NHC documents search engine. 

Text Similarity 
This involves determining the semantic and orthographic similarity between 
texts. We have conducted research and selected the following methods for devel-
oping this system. 
 FastText: FastText model is the deep learning model used to convert words 

into numerical vectors, allowing computers to process them. A unique feature 
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of the vectors produced by the FastText model is that words with similar mean-
ings or spellings will have vectors with a cosine similarity score close to 1, while 
vectors of words with opposite meanings will have a cosine similarity score 
close to 0 or negative. The probability of similar words in Table 2 could be cal-
culated with the mentioned cosine similarity score. Given this property of the 
vectors, we can find other words with similar meanings or spellings by calcu-
lating the vectors of all words in the vocabulary and storing them. 

 
Table 2. Examples of search results for similar words using text similarity techniques. 

Similar words/phases Probability of similar words 

“ปริมาณฝนท่ีตก” 0.95980 

“ปริมาณฝน” 0.94503 

“ภาคมีปริมาณฝน” 0.90107 

“ท่ีมีปริมาณฝน” 0.89961 

“ปริมาณฝนลดลงใน” 0.89617 

 
This section will be divided into two parts that are the model training and the 

application of the trained model.  
 Model Training: We have developed a train model to learn the similarity be-

tween different words in a database collected from all data sources in this work. 
The steps involved are as follows: 

 Prepare the data in the database by combining all data into a single text file. 
 Clean the data function removes numbers and non-alphabetic characters, such 

as plus and minus signs, as these have no linguistic meaning. 
 Split the entire article into sentences, and then split each sentence into words 

and create a list by choosing the longest word segmentation method, which 
tries to segment words as long as they still have meaning. For example, the 
sentence “เราไปโรงเรียน” (We go to school) will be segmented into “เรา” (we), “ไป” 
(go), and “โรงเรียน” (school). Notice that “โรงเรียน” is not segmented into “โรง” and 
“เรียน” because “โรงเรียน” is longer and still has meaning. 

 Remove stop words from all data that words like “นั้น” (that), “ๆ” (particles), 
and “การ” (action) are removed so that the model can focus on learning im-
portant words like “นํ้าฝน” (rain) and “นํ้าท่วม” (flood). This function compares 
each word with a Thai stop word database. 

 Application: Even if users make typos or misspellings, the system can find the 
closest matching words and rank them based on their similarity scores (Text 
similarity score). Subsequently, these similar words are sent to the search en-
gine to find relevant documents. 

 Example of Similarity Search: We tested the system by searching for a mis-
spelled word, such as “ปริมาณฝง”. The results are shown in Table 2. 

 ElasticSearch: An open-source search engine that excels in search speed due 
to its distributed search architecture. ElasticSearch indices and references 
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searchable documents within a cluster, enabling it to efficiently return a list of 
relevant documents.  

 Application: The terms obtained from the FastText software are used to search 
the entire database for relevant documents, and the results are presented as a 
ranked list of documents based on term similarity. 

4.2. Google Search  

In case, users want to use Google’s search functionality within own website’s con-
tent management system. 

Programmable Search Element Control API  
This API allows for hosting search boxes and results directly on a custom website, 
enabling customization of the appearance of search results to meet specific user 
needs. 

Furthermore, the Programmable Search Element Control API [10] provides a 
control panel for customizing the appearance, such as layout and theme as shown 
in Figure 6. Configurations can be adjusted within the website itself, and scripts 
can be created and integrated into the code. 
 

 

Figure 6. UI redesign of Google Search. 

5. Search Website Design 

The search interface of the system is segmented into two primary sections: 

5.1. NHC Search  

A publicly accessible search engine that enables users to retrieve daily, weekly, and 
monthly water data reports, providing insights into current hydrological condi-
tions.  

5.1.1. Website Search  
A search box is provided where users can input their query. The system employs 
a filtering mechanism to refine search results. Additionally, users have the option 
to specify document types and publication dates to further customize their searches 
as shown in Figure 7. 
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Figure 7. Searching in a search bar with filters. 

5.1.2. Document Classification Search 
A search box is provided where users can input their query with document classi-
fication search as shown in Figure 8. The system employs a filtering mechanism 
to refine search results. 
 

 

Figure 8. User interface of document classification search. 

5.2. Google Search 

Searching for additional information using Google search engine. This is an ap-
plication of the Programmable Search Element Control API mentioned in 4.2 
Google Search, integrated with the NHC design as shown in Figure 9. The Pro-
grammable Search Element Control API offers a customizable dashboard as 
shown in Figure 10 that allows you to adjust the layout and theme. These config-
urations can be set within the website, automated with scripts, or adjusted directly 
in the code. 
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Figure 9. User interface of searching with Google Search. 
 

 

Figure 10. User interface of customizing the appearance of Google Search. 

6. Conclusions 

A knowledge management system was developed for the National Hydro Data 
Center of Thailand. This system was created to address the need for easy access to 
water situation reports, which are essential for effective water resource manage-
ment. 

The system uses Optical Character Recognition (OCR) to convert scanned re-
ports into searchable text. FastText and ElasticSearch technologies were employed 
to enhance search capabilities. FastText enables accurate document retrieval even 
with typos, while ElasticSearch facilitates efficient text-based searching. Addition-
ally, the advantage of this system is that Google Search integration provides access 
to broader information as well. 

Therefore, this system offers a valuable tool for accessing and analyzing water 
situation data in Thailand. 
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