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Abstract 
This paper examines the effectiveness of the Differential autoregressive inte-
grated moving average (ARIMA) model in comparison to the Long Short 
Term Memory (LSTM) neural network model for predicting Wordle us-
er-reported scores. The ARIMA and LSTM models were trained using Wor-
dle data from Twitter between 7th January 2022 and 31st December 2022. 
User-reported scores were predicted using evaluation metrics such as MSE, 
RMSE, R2, and MAE. Various regression models, including XG-Boost and 
Random Forest, were used to conduct comparison experiments. The MSE, 
RMSE, R2, and MAE values for the ARIMA(0,1,1) and LSTM models are 
0.000, 0.010, 0.998, and 0.006, and 0.000, 0.024, 0.987, and 0.013, respectively. 
The results indicate that the ARIMA model is more suitable for predicting 
Wordle user scores than the LSTM model. 
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1. Introduction 

Wordle Puzzle is a popular game offered by the New York Times [1]. The objec-
tive of the game is to guess a 5-letter word in 6 or fewer attempts, with feedback 
provided for each guess. This study collected Wordle user scores from Twitter 
submissions between 7 January 2022 and 31 December 2022 through data min-
ing [2]. Research on Wordle puzzle games typically focuses on problem-solving 
methods and game mechanism analysis [3] [4]. This paper analyses the scores 
reported by Wordle puzzle users using ARIMA and LSTM models for predic-
tion. Firstly, the datasets need to undergo data cleaning to remove missing val-
ues and outliers. Additionally, the language should be clear, objective, and val-
ue-neutral, avoiding biased or emotional language. Finally, the text should be 
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free from grammatical errors, spelling mistakes, and punctuation errors. This 
paper aims to build ARIMA and LSTM models for predictive analysis of the 
cleaned data, as well as multiple regression models for comparative experiments. 
The models will be evaluated using quantitative metrics such as Root Mean 
Square Error (RMSE), Mean Square Error (MSE), R2, and Mean Absolute Error 
(MAE). It is important to maintain a clear and logical structure throughout the 
text, using simple sentences and avoiding complex terminology. The text should 
adhere to style guides and maintain consistent formatting, including citation and 
footnote styles. 

2. Wordle Score Prediction Model 

2.1. LSTM 

LSTM neural network is an extension of Recurrent Neural Network (RNN), 
which solves the problem of long-term dependency [5] [6]. The basic structure 
of an LSTM unit consists of forgetting gates, input gates and output gates, and 
the gates implement the function of forgetting or remembering, and the basic 
structure of the unit is shown in Figure 1. 

The forgetting gate takes the inputs of the current moment and the outputs of 
the previous moment as inputs to a sigmoid function. This function controls the 
extent to which the state of the previous unit has been forgotten. The input gate 
is composed in combination with the tanh function and is used to control the 
amount of new input information. The output layer determines the output in-
formation by processing the current cell state using the tanh function. The 
weights obtained from the sigmoid function are then combined to filter some of 
the cell state information and obtain the output for the next moment. 
 

 
Figure 1. The basic structure of an LSTM cell. 
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In Equations (1)-(6), tf  is the output of the Oblivion gate; ti  is the output 
of the input gate; tO  is the output of the output gate; tC�  is the current input 
memory; ( )1tC −  is the cell loading at the previous moment; tC  is the cell state 
at the current moment; ( )1th −  is the output of the current moment; fW , iW , 

oW , cW  are the weights of the forgetting gate, the input gate, the output gate, 
and the input gate intermediate variable tX  multiplied with the input at the 
current moment and the output at the previous moment ( )1th − , respectively; fb , 

ib , ob , cb  are bias vectors; σ  is the sigmoid function. The process of LSTM 
modelling is divided into three steps. Firstly, the sample data that will enter the 
input layer undergoes data normalisation. Then, the data that meets the LSTM 
input requirements is input into the hidden layer. The implicit layer produces 
multiple results which are then mapped in the output layer to generate the de-
sired model results. The model is then trained using safety accident data over a 
set iteration period to predict the trend of safety accidents. Finally, the trained 
model is used to predict and analyze the test set data, and the model's fitting ef-
fect is assessed by calculating the error function. 

2.2. The ARIMA Model 

Time series mainly include smooth time series models of autoregressive (AR) 
[7], moving average (MA) and autoregressive moving average (ARMA) [8] 
models, and non-smooth time series models of differential ARIMA [9] [10]. 
Time series models play a key role in performing time series analysis to 
represent the characteristics of a time series. The values at each time represent 
the observations of a phenomenon at that time, where neighbouring time inter-
vals can be different. Assuming a time series, Equation (7). 

( ) ( ) ( ){ } ( )1 1 1, , , , , , , , 1, , 1i i n n i iX t x t x t x t t i n+= < = −� � �         (7) 

where, it  represents time, ix  represents the observed value, ( ),i it x  
represents the observed value ix  at time it . 

ARIMA(p,d,q), AR is “autoregressive”, p is the number of autoregressive 
terms; MA is “sliding average”, q is the number of sliding average terms, and d is 
the number of differences (order) made to make it a smooth series. The number 
of differences (orders). The non-smooth time series for the d-order difference 
processing, the first to make it into a smooth series, and then its data into the 
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ARMA model for fitting, abbreviated as ARIMA(p,d,q), see formula (8): 

1 1 1 1t t p t p t t q t qx x xϕ ϕ ε θ ε θ ε− − − −= + + + + + +� �            (8) 

where 1 2, , , pϕ ϕ ϕ�  the autoregressive order, 1 2, , , qθ θ θ�  is the moving aver-
age coefficient, q is the moving average order, p is the autoregressive order, and 

tε  is the white noise process. 

3. Modelling and Solving 
3.1. Data Preprocessing 

In this paper, the scores of user-submitted reports from Twitter from 7 January 
2022 to 31 December 2022 are selected as a datasets, with a time interval of 
nearly one year, which is sizable in terms of the time distribution, and able to 
present a relatively easy-to-observe distribution of user-reported scores over the 
time series. The data contains both time series and user report scores, and a pre-
liminary state distribution plot of the growth of report scores over the time series 
is shown in Figure 2. 

Firstly, the datasets undergoes data cleaning to ensure accuracy. Abnormal 
sample data is manually filled in a reasonable manner to balance the data sam-
ples. Next, the overall trend, seasonal trend, and residual distribution of the data 
are observed as shown in Figure 3. In this paper, we analysed the series using 
the seasonal_decompose function in the statsmodels library. The seasonal dis-
tribution shows that the seasonal indices of the series are all approximately 1, 
indicating no significant seasonality. The residual values are also approximated 
to. The scores reported by the users indicate an upward trend from January 2022 
until the start of February 2022, reaching their highest point at the beginning of 
February 2022, followed by a downward trend. 
 

 
Figure 2. Report-line chart of date distribution. 
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Figure 3. Seasonal decomposition diagram. 

 
Before model training, to better fit the data, normalize data. Its function is to 

scale the current value using the maximum and minimum values of the data, so 
that the value of the data is between [0, 1], and the normalization formula is see 
formula (9): 

( )
( ) ( )

min
max min

i
i

x x
x

x x
−

′ =
−

                       (9) 

In formula. (9), ix  represent the unprocessed data, ( )min x  represent the 
overall minimum data and ( )max x  represent the overall maximum data. 

3.2. ARIMA Time-Series Prediction 

To ensure the model can process the time series data, it is crucial to first deter-
mine its stability. This paper tests the data smoothness using various methods. 
The datasets in this paper appear to be relatively smooth, as shown in Figure 4. 
The rolling().mean() and rolling().std() functions were then used to calculate the 
rolling mean and standard deviation, respectively, without using the time period. 
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The resulting fitting graphs are displayed in Figure 4. 
From Figure 4 it can be seen that the rolling average fits very well and the se-

quence is stable. 
Next, this paper makes a judgement through the unit root test (ADF test). 

This method determines whether the series is smooth or not by looking at the 
presence of a unit root, i.e., the hypothesis of the test is the presence of a unit 
root, and by looking at the significance test statistic to see if it is less than the 
three confidence levels (10%, 5%, 1%). By performing ADF test on the standar-
dised data, the p-value of the ADF test is 0.001485 through Table 1 and the sig-
nificant level is generally 0.05, therefore the p-value is less than the significant 
level and the original hypothesis is rejected. The data is stable as the values of 
Test Static Value are less than the values at all three confidence levels. 

After ADF test, the data is a smooth series. The white noise test is performed 
on the sequence and two values of statistic and p-value are obtained which are 
351.092166 and 2.450789e−78 respectively, it can be concluded that the p-value 
is significantly less than the significant level and hence the time series is a 
smooth non-white noise series. 

The model parameters are determined by analysing the p and q parameters in 
the selected range shown in Figure 5. Each of the selected parameters is then 
evaluated, and based on the results, the one-parameter model with the best per-
formance is chosen. The evaluation criteria are based on the Akaike Information 
Criterion (AIC) and the Bayesian Information Criterion (BIC). Table 2 presents 
the results of intercepting some of the parameters with better outcomes and de-
termining the use of parameter (1,1,1) for model fitting. The model fitting graph 
is displayed in Figure 6. 
 

 
Figure 4. Rolling mean & standard deviation. 
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Table 1. ADF test results for time-series data. 

Adfuller test p-value Reports 

Test Statistic Value −3.986037 

p-value 0.001485 

Lags Used 17 

Number of Observations Used 338 

Critical Value (1%) −3.449846 

Critical Value (5%) −2.870129 

Critical Value (10%) −2.571346 

 

 
Figure 5. Autocorrelation diagram and partial autocorrelation diagram. 

 

Table 2. Some parameter results. 

Model parameter AIC BIC 

(1,1,0) −1382.878445242443 −1375.4849294035548 

(0,1,1) −1383.2291649825056 −1371.2620918740167 

(1,1,1) −1382.878445242443 −1371.2620918740167 

(0,1,2) −1383.2291649825056 −1366.2340172110678 

 

 
Figure 6. ARMA(1,1,1) fitting diagram. 
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3.3. LSTM Prediction 

The LSTM model was constructed with a sequence length of 30 and a sequence 
element dimension of 1. The hidden layer contains 50 neurons and there is only 
one fully linked layer. The neuron output weight is set to 0.2 and the interme-
diate state of returning to the LSTM is set to True. The optimal hyperparameters 
were selected through grid search. The batch size of the input data is set to 16 
and the model was trained on 8 data points for 30 days using the loss function 
“mse” for 50 iterations. The batch size for input data was set to 16, with 8 data 
points selected for training. The training period lasted for 30 days, with 50 
training iterations. The loss function used was “MSE”. The model was fine-tuned 
using the Adam optimizer and built using TensorFlow. 

3.4. Evaluation Indicators 

To evaluate the predictive performance of the model, this paper uses MSE, 
RMSE, R2, and MAE as evaluation metrics. MSE measures the expected value of 
the squared difference between the predicted and actual values. The accuracy of 
the model increases as the value of RMSE decreases, as it is the square root of 
MSE. R2 compares the predicted values with the mean only, and the closer the 
result is to 1, the more accurate the model is. MAE is the average of the absolute 
errors between the predicted and actual values, and the closer the value is to 0, 
the more accurate the prediction. 

( )2

1

1 ˆMSE
n

i i
i

y y
n =

= −∑                       (10) 
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i i
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where, ˆiy  represent the predicted value, iy  represent the true value, m 
represent the number of times. 

3.5. Results Analysis 

To enhance the analysis and comparison of ARIMA and LSTM models in pre-
dicting Wordle user-reported scores, this paper constructs several regression 
models using the same data for prediction. Table 3 presents the metrics of the 
model’s results for predicting Wordle user-reported scores in 2022. 

Table 3 displays the prediction results of ARIMA, LSTM, and multiple re-
gression models. The ARIMA(0,1,1) model has the best prediction accuracy with 
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an MSE, RMSE, R2, and MAE of 0.000, 0.010, 0.998, and 0.006, respectively, fol-
lowed by LSTM. To enable a more intuitive comparison, we will compare the 
ARIMA(0,1,1) model and the LSTM model separately. 

Figure 7 and Figure 8 shows a comparison of the two models and the actual 
values. From the Figure 7 and Figure 8, it is evident that both models can fit the 
trend of the number of user reports on the curve. It is evident that the LSTM 
model’s fitting accuracy for the effect of the ARIMA(0,1,1) is inferior compared 
to it, and there is still a significant difference between the predicted and actual 
values. 
 

Table 3. Prediction results of the model. 

Model MSE RMSE R2 MAE 

ARIMA(1,1,0) 0.000 0.013 0.997 0.007 

ARIMA(0,1,1) 0.000 0.010 0.998 0.006 

ARIMA(1,1,1) 0.000 0.013 0.997 0.007 

LSTM 0.000 0.024 0.987 0.013 

LightBGM 0.001 0.029 0.989 0.016 

XGBoost 0.002 0.047 0.970 0.029 

GBDT 0.002 0.041 0.982 0.027 

AdaBoost 0.002 0.046 0.975 0.029 

Random Forest 0.001 0.024 0.990 0.014 

Decision Tree 0.001 0.023 0.984 0.014 

 

 
Figure 7. The prediction reports by ARIMA(0,1,1) model. 
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Figure 8. The prediction reports by the LSTM model. 

4. Conclusion 

This paper presents a comparative study of ARIMA and LSTM models for pre-
dicting Wordle user scores. Both models performed well in fitting and predicting 
user-reported scores. However, the ARIMA model was found to be more accu-
rate than the LSTM model. It is worth noting that the ARIMA model required 
more steps for data processing than the LSTM model. The model presented in 
this paper has some shortcomings. The ARIMA model of ACF and PACF fixed 
order did not achieve the best score, indicating unresolved issues in the model’s 
establishment process. To address this, the paper will continue to improve the 
existing model and determine the values of p and q by performing the difference. 
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