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Abstract 
In order to analyze the impact of dispersal on disease transmission, we estab-
lish an SIS epidemic integrodifference model with a nonlinear incidence 
function. Firstly, the discrete-time SIS epidemic model is established and stu-
died, including the existence and stability of equilibria, the existence of a flip 
bifurcation, and chaos. Secondly, the SIS epidemic integrodifference model is 
built based on the discrete-time SIS epidemic model with dispersal. The dy-
namic analysis of the model includes the existence and stability of equilibria, 
the existence of a traveling wave solution, and a minus-one bifurcation. Fi-
nally, the results suggest that dispersal causes the system to become more un-
stable and accelerates the spread of the disease when the equilibrium is unsta-
ble. Numerical examples are provided to demonstrate the theoretical results. 
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1. Introduction 

Discrete-time epidemic models have attracted the attention of many scholars 
[1]-[13] based on the following facts: 1) Since epidemiological data is often 
measured in discrete units of time, for example, weekly, or monthly, it is natural 
to use discrete-time models to describe the spread of epidemics within a popula-
tion; 2) Discrete-time model exhibit rich dynamic behaviors compared to the cor-
responding continuous models [14] [15] [16] [17]. As with continuous-time mod-
els, a discrete-time model can describe dispersal using continuous space. It has led 
to the emergence of epidemic models using the integrodifference equations. 

The integrodifference epidemic model considers the influence of time and 
spatial location on disease transmission. We add diffusion to the discrete-time 
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model to obtain an integrodifference model, analyze the dynamic behavior of the 
integrodifference model, and then obtain the transmission law of infectious dis-
eases. Finally, measures to control the spread of infectious diseases are obtained. 

Therefore, the research results of integrodifference epidemic model gradually 
increase [18] [19] [20] [21] [22], including the existence of a traveling wave solu-
tion, minimum wave speed, bifurcation, and so on. 

At present, relatively little research has been done on the SIS epidemic inte-
grodifference model, not considering that the incidence rate is nonlinear. At the 
same time, the classical discrete infectious disease model does not consider the 
influence of individual diffusion on disease transmission, but in real life, the spa-
tial movement of individuals is inevitable, and the dynamic behavior of spatial 
models also deserves further study. 

In this paper, we gain further insights into the impact of dispersal on the 
spread of the disease by analyzing the dynamic behavior of the epidemic inte-
grodifference model with nonlinear incidence. Our interest is on the dynamic 
behavior of the discrete-time epidemic model with and without dispersal. To this 
end, we first establish the discrete-time SIS epidemic model based on the differ-
ence equations. 

Let tN  be the total number of the population at time t, which is divided into 
two compartments, namely the susceptible and the infectious compartment, re-
spectively. We use tS  and tI  to represent the number of the individuals in the 
susceptible compartment and infectious compartment at time t, respectively, 

0Λ >  to represent the constant recruitment of the population, 0 1p< <  to 
represent the probability of survival of an individual, and 0 1γ< <  to represent 
the recovery probability of an infectious individual. 

Based on the idea in [5], a discrete-time SIS epidemic model with a nonlinear 
incidence function is defined as follows: 

( )
( )

1

1

1 e ,

e 1 ,

t

t

mI
t t t t

mI
t t t t

S pS I p I

I p S I p I

β γ

β γ

−
+

−
+

 = Λ + − +


= + −
                (1) 

where e tmI
t tS Iβ −  is the number of newly infected individuals in the time inter-

val [ ), 1t t + , 0 1β< <  is the probability of infection, 0m >  weighs the infec-
tious capacity of the infectious individuals, and e tmI−  is a control factor, which 
indicates that the implementation of certain effective control measures can re-
duce the spread of the disease. The impact of control measures is mainly based 
on the number of infectious individuals: Stricter controls will be applied to more 
infected individuals, which will reduce new infections. The nonlinear incidence 
function e tmI

t tS Iβ −  has been discussed in many papers to characterize the de-
crease in infection rate caused by the control measures [6] [10] [23] [24], and sa-
tisfies that e tmI

t t tS I Sβ − ≤ , which represents the number of susceptible individ-
uals who are infected cannot exceed the total number of susceptible individuals 
during per unit of time. 

Since e tmI
t t tS I Sβ − ≤ , we have that 1 e 0tmI

tIβ −− > . Therefore, the non nega-
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tivity of the solution of model (1) can be demonstrated. 
By using of t t tN S I= + , it can be obtained from model (1) 

1 ,t tN pN+ = Λ +  
which implies that 

0 .
1 1

t
tN p N

p p
 Λ Λ

= + − − −   

It is easy to obtain *lim
1t tN N

p→∞
Λ

=
−

  since 0 1p< < . 

Let *
t

t
S

X
N

= , *
t

t
I

Y
N

= , then ( )lim 1t t tX Y→∞ + = , and model (1) can be 

written as 

( )1

1

1 e ,
e ,

t

t

bY
t t t t t

bY
t t t t

X p pX a X Y p c Y
Y a X Y cY

−
+

−
+

 = − + − + −


= +
             (2) 

where *a p Nβ= , *b mN= , and ( )1c p γ= − . It is clear that the dynamic be-
haviors of model (1) and (2) are equivalent. 

Let ( )tX x  and ( )tY x  be the proportion of susceptible and infectious indi-
viduals in the population at time t and at position x, respectively, and ( ),K x y  
denote the dispersal redistribution kernel. If an individual is located at position y 
before diffusion, then ( ),K x y  gives the probability that the individual arrives 
at position x after diffusion. Suppose that, 

1) ( ),K x y  is related to the distance of spread, that is, ( ) ( ),K x y K x y= − ; 
2) there is no death in diffusion, ( )d 1K x y y

∞

−∞
− =∫ , which means that 

growth and dispersal phase of population are independent of each other; 
3) ( ),K x y  is exponentially bounded, continuous and non-negative. 
Based on model (2) and the above assumptions, we constructed an integrodif-

ference SIS epidemic model: 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

1 *

1

e d ,

e d .

t

t

bY y
t t t t t

bY y
t t t t

X x K x y pX y a X y Y y p c Y y y
N

Y x K x y a X y Y y cY y y

∞ −
+ −∞

∞ −
+ −∞

 Λ = − + − + −    
  = − +  

∫

∫
(3) 

In the remaining parts, we will focus on the dynamic behavior of model (2) 
and model (3). The structure of this paper as follows: In Section 2, we discuss the 
dynamic behavior of model (2), which include the basic reproductive number, 
the existence and the stability of equilibria, and the existence of a Flip bifurca-
tion. In Section 3, we study the dynamic behavior of model (3), which include 
the basic reproductive number, the existence and the stability of equilibria, the 
existence of a traveling wave solution, and the existence of a minus-one bifurca-
tion. In Section 4, we give concluding observations and discussions. 

2. The Discrete-Time Epidemic Model 

Here, we analyze the dynamic behavior of the discrete-time model (2), including 
the basic reproduction number 0 , the existence and the stability of equilibria, 
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and the existence of a flip bifurcation. 
Following the next generation matrix approach in [25], the basic reproduction 

number 0  of model (2) can be defined as 

0 ,
1

a
c

=
−


 

where 
( )

1 1
1 1 1c p γ

=
− − −

 represents the average infection period, and  

( )
*

0
1

1 1 1
a p N

c p
β

γ
= = × × ×

− − −
  represents the average number of new cas-

es produced by an infected member throughout the period of infection. 
Since ( )lim 1t t tX Y→∞ + = , substituting 1t tX Y= −  into the second equation 

of model (2) leads to the following limiting system 

( )1 e 1 .tbY
t t t tY a Y Y cY−
+ = − +                     (4) 

The equivalence of a dynamical system and its limiting system has been estab-
lished by many scholars [26] [27]. Although there is no rigorous theoretical con-
clusions for discrete dynamical system, numerical simulation implies that the 
dynamic behaviors of model (2) and (4) are equivalent under some assumptions 
[28]. In fact, there are many scholars have used this method to study the dy-
namic behavior of discrete-time dynamic models [5] [10] [27]. 

By direct calculation, it can be concluded that model (4) always has zero equi-
librium 0Y = . In order to discuss the existence of the positive equilibrium 

*Y Y= , we denote 

( ) ( ) [ ]e 1 , 0,1 .bYf Y a Y Y−= − ∈  
Obviously, ( ) 0f Y ≥  for any [ ]0,1Y ∈ , ( )0f a= , and ( )1 0f = . Because 

( ) ( ) [ ]e 1 , 0,1 ,bYf Y a b bY Y−′ = − − + ∈  
and 1 0b bY− + > , we can get ( ) 0f Y′ <  when [ ]0,1Y ∈ . This implies that 
( )f Y  is a monotonically decreasing function of Y in [ ]0,1Y ∈ . Therefore, 

when 0 1 c a< − < , that is, 0 1> , there is a unique *0 1Y< < , that satisfies 
( )* 1f Y c= − . Namely, model (4) has a unique positive equilibrium *Y  in 

( )0,1 . 
Theorem 1. Model (2) always has the disease free equilibrium ( )0 1,0E = , and 

when 0 1> , model (2) also has a unique endemic equilibrium ( )* * *,E X Y , 
where * *1X Y= − , *0 1Y< < , and satisfies ( )*

*e 1 1bYa Y c− − = − . 

2.1. The Stability of the Equilibria 

Theorem 2. If 0 1< , then the disease free equilibrium E0 of model (2) is glo-
bally asymptotically stable; while if 0 1> , 0E  is unstable. 

Proof. Since the Jacobian matrix of model (2) at E0 is 

0 .
0
p p c a

J
c a
− − 

=  + 
 

We have ( )( )0E J p c aλ λ λ− = − − − , where E is the identity matrix. It is 
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easy to see that the characteristic roots are 1 pλ = , and 2 c aλ = + , respectively. 
Obviously, 1 1λ < . When 0 1< , we have 0 1c a< + < , that is 2 1λ < , which 
implies that 0E  is locally asymptotically stable. When 0 1> , we have  

2 1c aλ = + > , namely, 0E  is unstable. To prove the global stability of 0E , we 
consider the linear difference equation 

( )1
ˆ ˆ .t tY a c Y+ = +                         (5) 

It is clear that Equation (5) has unique zero equilibrium ˆ 0Y = , and  
ˆlim 0t tY→+∞ =  when 0 1a c< + < . Then, by model (4), we obtain 

( )
( )

( )

1 e 1

1

.

tbY
t t t t

t t t

t t

t

Y a Y Y cY

a Y Y cY
aY cY
a c Y

−
+ = − +

≤ − +

≤ +

= +  
The comparison principle means that ˆ0 t tY Y≤ ≤  when the difference equa-

tion and Equation (5) have the same initial condition. Namely,  
ˆlim lim 0t t t tY Y→+∞ →+∞≤ =  when 0 1< . Therefore, when 0 1< , 0E  is glo-

bally asymptotically stable. 
In order to analyze the stability of the endemic equilibrium *E , we give the 

Jacobian matrix of the model (2) at *E : 

( ) ( )

( ) ( )

*
*

*
*

*
*

*

1
1 1

1
.

1
1 1

1

Y c
p p bY c

Y
J

Y c
bY c

Y

− 
− − + − 

− =  −
 − − − 

               (6) 

Then, the characteristic equation is 

( ) ( )2
* ,F A p A pλ λ λ= − + −  

where 
( ) ( )*

*
*

1
1 1

1
c Y

A p bY c
Y

−
= − + − −

−
. Denote 

( ) ( ) ( ) ( )( )( )
( ) ( )( ) ( )

2
1 * * *

2
2 * * *

1 1 2 1 1 2 ,

1 1 1 .

g Y p b c Y b c Y

g Y p c bY b Y

 = + − − + + − + 
 = − − − + + 

 

We have 

( ) ( ) ( ) ( )* 1 * * 2 *
* *

1 11 , 1 .
1 1

F g Y F g Y
Y Y

− = =
− −  

Since ( ) ( )1 0 2 1 0g p= + > , ( ) ( )( )1 1 1 1 0g p c= + − < , the continuity of func-
tion 1g  about *Y  implies there exists ( )1 0,1Y ∈ , such that ( )1 1 0g Y = . There-
fore, we have ( )1 * 0g Y >  for ( )* 10,Y Y∈ , and ( )1 * 0g Y <  for ( )* 1,1Y Y∈ . In 
addition, both ( )2 0 0g =  and ( ) ( )( )2 1 1 1 0g p c= − − >  means that  

( )2 * 0g Y >  for ( )* 0,1Y ∈ . 
Theorem 3. Suppose 0 1> . 
1) *E  is global asymptotic stability if ( )* 10,Y Y∈ ; 
2) *E  is non-hyperbolic if * 1Y Y= ; 
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3) *E  is unstable if ( )* 1,1Y Y∈ . 
Proof. (i) When ( )* 10,Y Y∈ , we have ( )1 * 0g Y > , and ( )2 * 0g Y > . It implies 

that ( )* 1 0F > , and ( )* 1 0F − > . In addition, 0 1p< <  and 0 1c< <  implies 
that ( )1 0p A p− − > . Therefore, the modulus of both roots of ( )* 0F λ =  is 
less than 1. It implies that *E  is locally asymptotically stable when ( )* 10,Y Y∈ . 

Let us prove the global stability of *E  as following. Denote 

( ) ( ) [ ]e 1 ,   0,1 .bYg Y a Y Y cY Y−= − + ∈  
By direct calculation, we obtain 

( ) ( )

( )

( ) ( )( )( )

( )( ) ( )

* 2
* * *

2
* *

*

2
* *

*

1 *
*

1 1 e 2 1
11 2 1
1

1 1 2 1 1 2
1

1
1 1

0.

bYg Y c a bY b Y
cc bY b Y
Y

b c Y b c Y
Y

g Y
Y p

−  ′+ = + + − + + 
−  = + + − + + −

 = − − + + − + −

=
− +

>

 

It implies that ( )*1 0g Y′+ ≠  for ( )* 10,Y Y∈ . Suppose g has a nontrivial 
2-period solution { }1 2,q q , ( )1 2 1, 0,q q Y∈ , and satisfies ( )1 2g q q=  and 
( )2 1g q q= , where 1 2q q≠ . Therefore, it is known from the mean theorem that 

there exists ( )1 2,l q q∈ , such that ( ) ( ) ( )1 2

1 2

1
g q g q

g l
q q
−

′ = = −
−

, that is,  

( )1 0g l′+ = , which contradicts the above conclusion. Therefore, ( )*g Y  has no 

non-trivial 2-period solution on ( )10,Y , namely, *E  is global asymptotically 

stable when ( )* 10,Y Y∈ . 

(ii) When * 1Y Y= , we have ( )1 * 0g Y = , which leads to ( )* 1 0F − = . Because 

of ( ) ( ) ( )*
*

*

1
1 1

1
c Y

p A p p bY c
Y

− 
− = − − − 

− 
, it is easy to get that ( ) 1p A p− ≠ , 

thus 2A− ≠ . And then, the characteristic equation ( )* 0F λ =  of model (2) at 

*E  has a eigenvalue of -1, i.e. *E  is non-hyperbolic. 

(iii) When ( )* 1,1Y Y∈ , we have ( )1 * 0g Y < , namely, ( )* 1 0F − < . Based on 
the Jury criterion, ( )* 0F λ =  at least has a characteristic root, whose modulus 
is greater than 1. Therefore, *E  is unstable. 

2.2. Flip Bifurcation 

From the stability conclusion of Theorem 3, it can be seen that ( )* 0F λ =  has a 
characteristic root-1 when * 1Y Y= , that is, the equilibrium is non-hyperbolic. 
Therefore, when the parameter passes the critical point, a flip bifurcation may 
generate near *E , and the existence of this bifurcation will be illustrated by the 
following example. 

There are difficulties with the calculation process of the flip bifurcation, so we 

take ( ) 22 1 e
b

a c= −  to simplify it. In this case, we can get * 1
2

1 1,
2 2

E E  = =  
 

, 
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then 

( )

( )
1
2

1 1
2 ,

1 1 1
2

bp c p c c
J

bc c

 − + − + − 
=  
 − − − 
   

and 

( ) ( ) ( )2
1
2

1 1 .
2 2
b bF p c c p c cλ λ λ   = − + − − + − −        

When ( )2 1
1

c
b

c
+

=
−

, and ( )1 2
2
bp c c+ − − ≠ − , the eigenvalues of 1

2

J  are 

1 1λ = − , 2 1pλ = < , respectively. The following will prove the existence of the 
Flip bifurcation. 

Theorem 4. When ( )2 1
1

c
b

c
+

=
−

, and ( )0.42024,1c∈ , the model (4) pro-

duces a flip bifurcation at the endemic equilibrium *
1
2

Y = . In this condition, 

the 2-period solution bifurcating from the endemic equilibrium *Y  is stable. 

Proof. Let 1
2

Y Y= − , ( )2 1
1

c
b

c
µ

+
= −

−
, where µ  is the bifurcation para-

meter, the model (4) can be rewritten as 

( )2 1 1
1 2

1
1 1 1 1e .
2 2 2 2

t
c

Y
c

t t t tY a Y Y c Y
µ
 +  − + +   −   

+
    = − + + + −    
      

Substituting ( ) 22 1 e
b

a c= −  into the above model, it can be obtained that 

( )
( )

( )
2 1

1 2
1

1 12 1 e 1 .
4 2

t
c

Y
c

t t tY c Y cY c
µ

+ 
− +  − 

+
 = − − + + − 
 

          (7) 

Let ( ) ( )
( )

( )
2 1

1 21 1, 2 1 e 1
4 2

t
c

Y
c

t tG Y c Y cY c
µ

µ
+ 

− +  −   = − − + + − 
 

. Because  

( )0, 0G µ = , and 

( ) ( )
( ) ( )2 1
1 2, 2 1 12 1 e 2 ,

1 4

c
Y

cG Y c
c Y Y c

Y c

µµ
µ

 +
− +  − 

∂   +  = − + − − +   ∂ −       

( ) ( )
( ) ( )2 12
1 2 2, 2 112 1 e 1 2 ,

4 1

c
Y

cG Y c
c Y Y Y

Y c

µµ
µ

µ

 +
− +  − 

 ∂   + = − − − + +     ∂ ∂ −       

( ) ( ) ( ) ( ) ( )

( )

2 1 23
1 2

3

, 2 1 2 1 12 1 e
1 1 4

2 1
6 6 .

1

c
Y

cG Y c c
c Y

c cY

c
Y

c

µµ
µ µ

µ

 +
− +  − 

∂    + +  = − + + −     − −∂      
 +

− + +  
−     

We have 
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( ) ( )

( ) ( )( )
( )

2

23

3 2

0,0 0,0 11,  0,  
2

4 1 5 14 50,0
.

1

G G c
Y Y

c c cG
Y c

µ
∂ ∂ −

= − = − <
∂ ∂ ∂

+ − +∂
=

∂ −  
Since 25 14 5 0c c− + <  when ( )0.42024,1c∈  (see Figure 1(a)), we can get 

( )3

3

0,0
0

G
Y

∂
<

∂
. Hence, the model (4) will experience a stable flip bifurcation at 

the endemic equilibrium *
1
2

Y = . 

We can also use the numerical simulations to verify the theoretical results. 
Taking 3241.23357a = , 18b = , and 0.8c = , a flip bifurcation for model (2) 

at *
1 1,
2 2

E  =  
 

 is given in Figure 1(b). The numerical simulation results show 

that when * 1Y Y= , there is a flip bifurcation and the two period solution is stable. 

In fact, let 9b = , 0.63c = , and 0.4p = . We have 0 1> , and * 1Y Y> , the 
dynamic behavior of model (2) is shown in Figure 2. When *E  is unstable, Fig-
ure 2(a) and Figure 2(b) displays that the model (4) may undergo the 4-period 
solution and 8-period solution, respectively. 

We let 0.0055b = , 0.00054c = , and 0.27p = , the bifurcation diagram of 
model (2) show that in Figure 3. Figure 3 displays that 0E  is global asymptotic 
stability when 0 1< . With the increase of 0 , the equilibrium *E  is gradually 
unstable. We can see that *E  is global asymptotic stability when 01 3< < . 
When 0 3= , the model (2) produces Flip bifurcation at *E , and the 2-period  

 

 

Figure 1. Model (2) experience a Flip bifurcation at *
1 1,
2 2

E  =  
 

. 
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Figure 2. Model (2) may experience periodic oscillations when *E  is unstable. 
 

 
Figure 3. Bifurcation graph of model (2) about 0 . 
 

solution is stable. The model (2) experience 4-period solution when  

03.457 3.55< < . Finally, chaos will occur as 0  increases. 

3. The Integrodifference Epidemic Model 

Here, we will investigate the impact of the dispersal on the spread of diseases by 
analyzing the dynamic behavior of the epidemic integrodifference model (3). To 
this end, based on (4), we give an equivalent system of the integrodifference 
model (3) as follows: 

( ) [ ]( ) ( ) ( )( )1 d ,t t tY x F Y x K x y g Y y y
∞

+ −∞
= = −∫             (8) 

where ( ) ( )e 1tbY
t t t tg Y a Y Y cY−= − + . 

In the following, we will use (8) to discuss the dynamic behavior of model (3). 
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3.1. The Basic Reproduction Number 

Obviously, the basic reproduction number of the epidemic integrodifference mod-
el (8) is related to ( )0g ′ , and ( )0g a c′ = + . Let ( ) ( )0

t tY y Y Y y= +  , and subs-
tituting it into the model (8), we get 

( ) ( ) ( )( )
( ) ( )( ) ( )( ) ( )( )

( )( )

0

0 0
1

0 0

0

d

e 1

d .

t

t t

b Y Y y
t t

t

Y Y x K x y g Y Y y y

K x y a Y Y y Y Y y

c Y Y y y

∞

+ −∞

∞ − +

−∞

+ = − +

= − − − +

+ +

∫

∫


 

 



    (9) 

Furthermore, the Taylor series expansion of (9) at 0 0Y =  is 

( ) ( ) ( )1 d ,  .t tY x K x y BY y y B a c
∞

+ −∞
= − = +∫ 

 
Next, we explore the stability of the equilibrium 0 0Y =  based on the per-

turbation system ( ) ( )t
tY x z xλ= , where 0λ ≠ , ( ) 0z x > , ( )dz x x

∞

−∞
< ∞∫ . 

For the system ( ) ( ) 0t
tY x z xλ= > , if 1λ > , the zero equilibrium is unstable, 

while if 0 1λ< < , the zero equilibrium is locally asymptotically stable. Because 
of 

( ) ( ) ( )

( ) ( ) ( )

1 d ,

d ,

t tz x B z y K x y y

z x B z y K x y y

λ λ

λ

∞+

−∞

∞

−∞

= −

= −

∫

∫  
We have 

( ) ( ) ( )

( )( ) ( )( )
d d d

d d .

z x x B z y K x y y x

B z y y K x y x

λ
∞ ∞ ∞

−∞ −∞ −∞

∞ ∞

−∞ −∞

= −

= −

∫ ∫ ∫

∫ ∫
 

The assumption 2) ensures 0Bλ = > , which implies that the basic reproduc-
tion number 0  for the integrodifference model (8) can be defined as 

0 .
1

a
c

=
−


 

It is clear that 0 0=  , that is, dispersal does not affect the basic reproduc-
tion number. 

Based on the assumption 2), the constant solution of model (8) satisfies 
( )1t tY g Y+ = . Theorem 1 implies that the following conclusions hold. 

Theorem 5 The zero equilibrium 0 0Y =  for the integrodifference model (8) 
always exists, and if 0 1> , model (8) has the unique positive equilibrium *Y , 
where *0 1Y< < , and satisfies ( )* *e 1 1bYa Y c− − = − . 

From Theorem 5, it can be seen that model (3) always has a disease free equi-
librium ( ) ( )0 0 0, 1,0E X Y= = , and if 0 1> , model (3) has the unique endem-
ic equilibrium ( )* * *,E X Y= , where 

( )** * * *1 ,  e 1 1 ,  0 1.bYX Y a Y c Y−= − − = − < <
 

3.2. The Stability of the Equilibria 

Theorem 6. When 0 1< , the zero equilibrium 0 0Y =  of the integrodiffe-
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rence model (8) is globally asymptotically stable. 
Proof. Since the kernel function ( )K x y−  is nonnegative, for a continuous 

space *[0, ]Y
C  over  , it is known by the Lipschitz condition, there exists con-

stant L, such that 

( ) ( ) ( )( ) ( ) ( )

( ) ( )( ) ( )

( ) ( )

1 0 d 0 d

0 d

0 d .

t t

t

t

Y x K x y g Y y y K x y g y

K x y g Y y g y

LK x y Y y y

∞ ∞

+ −∞ −∞

∞

−∞

∞

−∞

− = − − −

≤ − −

≤ − −

∫ ∫

∫

∫  
Theorem 2 implies that 0 0tY − →  as t → +∞  when 0 1< , that is,  

( )1lim 0 0t tY x→+∞ + − = . Namely, 0Y  is globally asymptotically stable if 0 1< . 
Because of *

*Y Y= , Theorem 3 implies that * 0tY Y− →  as t → +∞  when 

0 1> . Based on a similar proof of the Theorem6, we can conclude as follows: 
Theorem 7. If 0 1> , and *

10 Y Y< < , the positive equilibrium *Y  of (8) 
is globally asymptotically stable. 

Theorem 6 and Theorem 7 implies that the disease free equilibrium 0E  of 
model (3) is globally asymptotically stable when 0 1< ; whereas the endemic 
equilibrium *E  is globally asymptotically stable when 0 1> , and ( )*

10,Y Y∈ . 
Next, we will use the fast Fourier transform to numerically demonstrate the 

dynamic behaviors of model (3) when *E  is unstable. Taking ( )K x y−  as a 

Gaussian kernel, namely, ( )
( )2

221 e
2

x y

K x y σ

σ

−
−

− =
π

, 2 0.25σ = , 9b = ,  

0.63c = , 0.4p = , and the spatial variable as 40 40x− ≤ ≤ , the dynamic beha-
vior of model (3) is shown in Figure 4. Figure 4(a) and Figure 4(b) show that 
model (3) may experience period oscillations when 80a =  and 233a = . More-
over, we see that the addition of diffusion increases the wavelength, which acce-
lerates the spread of the disease. 

 

 
Figure 4. Model (3) may experience periodic oscillation when *E  is unstable. 
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3.3. The Existence of a Traveling Wave Solution 

If a solution of the integrodifference model (8) can be in the form of ( ) ( )tY x w φ= , 
where x ctφ = − , then the solution ( )w φ  for this model is called a traveling 
wave solution with a constant dispersal speed of c. Substituting it into (8) leads 
to the following system 

( ) ( ) ( )( ) ( )d .w x ct c K x ct y g w y ct y ct
∞

−∞
− − = − − − −∫  

Let y ctη = − , then the above equation can be simplified to 

( ) [ ]( ) ( ) ( )( )d .w c F w K g wφ φ φ η η η
∞

−∞
− = = −∫            (10) 

In this case, the equilibria *Y Y=  and 0Y Y=  are solutions to model (10) 
and satisfy the following boundary conditions 

( ) ( )* , 0.w Y w−∞ = ∞ =                    (11) 

The asymptotic spreading speed of the integrodifference model (8) is the 
minimum wave speed of a nontrivial traveling wave solution. It is defined as 

( ) ( )*

0

1min ln 0 ,
s

c g m s
s>

 ′ =      
where ( ) ( )e dsxm s K x x

∞

−∞
= ∫ . 

According to the method in [29], we explore the traveling wave solution of the 
integrodifference model (8) when 0 1> . 

Theorem 8. Consider that when ( )*
10,Y Y∈ , the operator F on the space 

*[0, ]Y
C  of continuous functions has the following properties. 

(i) For all n∈ , there is ( ) ( ) [ ]( )F Y n x F Y x n⋅ − = −   ; 
(ii) If *0,Y Y ∈   , then [ ] *0,F Y Y ∈   ; 

(iii) ( )0 0F = , ( )* *F Y Y= , ( )F n n>  for ( )*0,n Y∈ ; 
(iv) When 1 20 Y Y≤ ≤ , ( ) ( )1 2F Y F Y≤ ; 
(v) If { } *[0, ]j Y

g ⊂C  and jg  converges uniformly to 1g  on a compact sub-
set of  , then jF g    pointwise converge [ ]1F g  as j →∞ ; 

(vi) Every sequence { }jg  exists subsequence { }ij
g  in *[0, ]Y

C , and make 

{ }ij
F g    converges uniformly on every bounded subset of  . 
If F in (8) holds for (i)-(v), then F exists an asymptotic spreading speed 

* 0c > . Furthermore, if (vi) also holds, then for any *c c≥ , there is a monotonic 
traveling wave solution ( ) ( )tY x w x ct= −  of F, and satisfies the boundary con-
ditions (11). 

Proof. (i) Since 

( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )

( ) ( )( ) ( ) ( )( ) ( )
( ) ( )
( )( ) ( )( )

[ ]( )

d

e 1 d

e 1

d

d

,

t

t

t

bY y n
t t t

bY y n
t t

t

t

F Y n x K x y g Y y n y

K x y a Y y n Y y n cY y n y

K x n y n a Y y n Y y n

cY y n y n

K x n y g Y y y
F Y x n

∞

−∞
∞ − −

−∞
∞ − −

−∞

∞

−∞

⋅ − = − −  
 = − − − − + − 

= − − − − − −
+ − −

= − −

= −

∫
∫
∫

∫
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we know (i) holds. 
(ii) When *

10 Y Y≤ ≤ , the global stability of *E  implies that ( ) *0 g Y Y≤ ≤  
with *0 Y Y≤ ≤ . Furthermore, by using of ( )d 1K x y y

∞

−∞
− =∫ , We can get 

[ ] ( ) ( ) ( )* *0 d d .tF Y K x y g Y y Y K x y y Y
∞ ∞

−∞ −∞
≤ = − ≤ − =∫ ∫  

That is, (ii) holds. 

(iii) ( )0 0g =  leads to ( ) ( ) ( )0 0 d 0F K x y g y
∞

−∞
= − =∫ . In addition,  

( )* *g Y Y=  leads to ( )* * * * *e 1bYa Y Y cY Y− − + = . Therefore, 

( ) ( ) ( )
( ) ( )
( )

*

* *

* * *

*

*

d

e 1 d

d

.

bY

F Y K x y g Y y

K x y a Y Y cY y

Y K x y y

Y

∞

−∞

∞ −

−∞

∞

−∞

= −

 = − − + 

= −

=

∫

∫

∫
 

The condition 0 1>  implies that ( )0 1g ′ > . Since ( )g Y Y=  has a unique 
positive equilibrium *Y  on ( *0,Y  , for each ( )*0,n Y∈ , there are ( )g n n> . 
Therefore, there is 

[ ] ( ) ( ) ( )d d .F n K x y g n y K x y n y n
∞ ∞

−∞ −∞
= − > − =∫ ∫  

That is, (iii) holds. 
(iv) When 0 1> , if { } 0t t

Y
≥

 increases monotonically in ( )*0,Y , let  

( )*
1 2, 0,Y Y Y∈ , you might as well set 1 2Y Y≤ , then 

( ) ( )1
2 1 1 1 1 1e 1 .bYY g Y a Y Y cY Y−= = − + ≥  

From (iii) it can be seen that for each ( )*
2 0,Y Y∈ , there is ( )2 2g Y Y> , so 

( ) ( )1 20 g Y g Y≤ ≤ , that is, ( )tg Y  increases monotonically in this interval. 
Since ( )K x y−  is not negative, so 

( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( )( ) ( ) ( )

( ) ( )( )
( )

1

2

1 1

1 1 1

2 2 2

2

2

d

e 1 d

e 1 d

d
.

bY y

bY y

F Y K x y g Y y y

K x y a Y y Y y cY y y

K x y a Y y Y y cY y y

K x y g Y y y
F Y

∞

−∞
∞ −

−∞
∞ −

−∞
∞

−∞

= −

 = − − + 
 ≤ − − + 

= −

=

∫
∫
∫
∫

 

That is, (iv) holds. 
(v) If { } *[0, ]j Y

g ⊂C , then for each l and Lipschitz constant 2L , there is 

( ) [ ]( )

( ) ( )( ) ( )( )( )
( ) ( )( ) ( )( )( )
( ) ( )( ) ( )( )( )
( ) ( ) ( ) ( )

1

1

1

1

2 1

d

d

   d

2 d d .

j

j

jy l

jy l

jy l y l

F g x F g x

K x y g g y g g y y

K x y g g y g g y y

K x y g g y g g y y

K x y y L K x y g y g y y

∞

−∞

>

≤

> ≤

  − 

= − −

≤ − −

+ − −

≤ − + − −

∫

∫

∫
∫ ∫
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Since the integral of ( )K x y−  is 1, we can take l to be arbitrarily large and 

make the first term arbitrarily small. And because jg  converges uniformly to 

1g , then jF g    pointwise converge [ ]1F g . That is, (v) holds. 

(vi) If { }jg  is a sequence in *[0, ]Y
C , then for any constant 0l > , define the 

sequence in the compact set Θ  as follows 

( ) ( ) ( )( )d , .
l

j jl
g x K x y g g y y x

−
= − ∈Θ∫

 
Because g is a bounded function, there is constant 0Q > , such that  

( )jg g Q≤ . Furthermore, by the assumptions 3), we know there exists 0M > , 

such that ( )K x y M− ≤ , so for any x∈Θ , there is 

( ) ( ) ( )( )
( ) ( )( )

d

d

2 .

l
j jl

l
jl

g x K x y g g y y

K x y g g y y

lMQ

−

−

= −

≤ −

<

∫

∫



 

Therefore, { }jg  is consistently bounded in the compact set Θ . Since the 

kernel function ( )K x y−  is continuous, then for each 0ε > , there is 0δ > , 

when 1 2,x x ∈Θ  and satisfy 1 2x x δ− < , we have  

( ) ( )1 2 2
K x y K x y

lQ
ε

− − − < , so the kernel function is consistently continuous 

on the compact set Θ . For each 1 2,x x ∈Θ , when 1 2x x δ− < , there is 

( ) ( ) ( ) ( ) ( )( )
( ) ( )

1 2 1 2

1 2

d

d

2
2

,

l
j j jl

l

l

g x g x K x y K x y g g y y

Q K x y K x y y

lQ
lQ
ε

ε

−

−

 − = − − − 

≤ − − −

<

=

∫

∫

 

 

thus { }jg  is isochronous continuous. According to the Arzelà-Ascoli theorem, 

arbitrary sequence { }jg  exists subsequence { }ij
g  and converges at 1g  on the 

compact set Θ . It is shown below that any bounded subset of   holds. 

Because { }jg  is a bounded function and g is continuous, so for any 1 0ε > , 

there exists 
1

0lε > , there is 

( ) ( ) ( )( )
1 1

1\ ,
d .jl l

K x y g g y y
ε ε

ε
−

− <∫  
And because the subsequence { }jig  converges to 1g  on the compact set 

Θ , so we have 

( ) ( )( ) [ ]( )1

1
1 2sup d .

l
jlx

K x y g g y y F g xε

ε
ε

−∈Θ
− − <∫

 
Let 1 2ε ε ε= + , then 
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( ) [ ]( )

( ) ( )( ) [ ]( )

( ) ( )( ) [ ]( )

( ) ( ) ( )( )

1

1

1 1

1

1

1

\ ,

1 2

sup

sup d

sup d

  d

.

i

i

i

i

j
x

j
x

l
jlx

jl l

F g x F g x

K x y g g y y F g x

K x y g g y y F g x

K x y g g y y

ε

ε

ε ε

ε ε ε

∈Θ

∞

−∞∈Θ

−∈Θ

−

  − 

= − −

≤ − −
+ − 

< + =

∫

∫

∫


 
Therefore, { }ij

F g    is converges consistently on each bounded subset  . 
The existence of a traveling wave solution of the integrodifference model (8) is 

shown in Figure 5. Where the parameters take 55a = , 9b = , 0.63c = . 

Moreover ( )
2

221 e
2

x

K x σ

σ

−

π
= , where 2 0.0325σ = . By calculation, we can get 

that * 0.51109c = , * 0.4825Y = , 1 0.4927Y = , so ( )*
10,Y Y∈ . The numerical 

simulation results show that when *c c≥ , the integrodifference model (8) has a 
monotonic traveling wave solution and satisfies the boundary condition (11). 

3.4. Minus-One Bifurcation 

This section analyzes a bifurcation of the integrodifference model (3) when 

0 1> . We first consider the perturbation at ( )* * *,E X Y=  

( ) ( )
( ) ( )

*

*

,
.

t t

t t

X x X X x
Y x Y Y x
 = +
 = +





 
Then the integrodifference model (3) linearizes at the endemic equilibrium 

( )* * *,E X Y= . 
 

 
Figure 5. The existence of a travelling wave solution about model (8). 
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( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
1 11 12

1 21 22

d ,

d .

t t t

t t t

X x K x y a X y a Y y y

Y x K x y a X y a Y y y

∞

+ −∞

∞

+ −∞

 = − +

 = − +

∫

∫

  

  

          (12) 

By using of the Fourier transform, the model (12) can be rewritten as 

( )
( )

( )
( )*

1

ˆ ˆ
ˆ ,ˆ ˆ

t t

X X
KJ

Y Y

ω ω

ω ω
+

   
=   

        
where *J  is the Jacobian matrix (6) about the discrete model (2) at the endemic 

equilibrium *
*E E= . K̂  is the diagonal matrix of the kernel function 

( )K x y−  after the Fourier transform. Meanwhile, ˆ0 1K< ≤ . If the kernel  

function is ( )
2

221 e
2

x

K x σ

σ

−

π
= , then ( )

2 2

2ˆ eK
σ ω

ω
−

= . There is no dispesal 

when K is the unity matrix I. According to the Jury conditions, we give the fol-
lowing lemma. 

Lemma 9. [29] For inequalities 

( ) ( )2
11 22 11 22 12 21

ˆ ˆ1 0,K a a K a a a a− + + − >              (13) 

( ) ( )2
11 22 11 22 12 21

ˆ ˆ1 0,K a a K a a a a+ + + − >              (14) 

( )2
11 22 12 21

ˆ1 0.K a a a a− − >                    (15) 

If inequality (13) does not hold for the integrodifference model (3), then a 
plus-one bifurcation will be generated; If inequality (14) does not hold, then a 
minus-one bifurcation will be generated and a stable two-cycle solution will be 
formed; If inequality (15) does not hold, then the integrodifference model (3) 
has a characteristic value at the endemic equilibrium point *E  as a complex 
root, i.e. there is a Hopf bifurcation. 

Theorem 10. When 0 1> , [ )*
1 ,1Y Y∈  and satisfies ( )2 1ˆ 1

2
K p− > , the 

integrodifference model (3) will experience a minus-one bifurcation and form a 
stable two-cycle solution. 

Proof. When ( )* 0,1Y ∈ , then ( )1 0p A p− − > , i.e. ( )*1 0det J− > . In ad-
dition, ˆ0 1K≤ ≤  leads to ( )2

*
ˆ1 0K det J− > . Therefore, the integrodifference 

model (3) does not undergo Hopf bifurcation. 
When ( )* 0,1Y ∈ , ( )1 0F > , i.e. ( )1 0A p A p− + − > , thus  

( ) ( )1 1 0p p A+ − + > . And because ˆ0 , 1p K< < , so 1 0p A− + > . For 

( )

( )( )
( )( )

2

2 2 2

ˆ ˆ1
ˆ ˆ ˆ1
ˆ ˆ ˆ1 1

ˆ ˆ1 1

0.

KA K p A p

KA K pA K p

Kp Kp KA

Kp K

− + −

= − + −

= − − +

> − −

>  
Therefore, the integrodifference model (3) has no plus-one bifurcation under 

this condition from the lemma 9. 
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When ( )*
1 ,1Y Y∈ , then ( )p A p A− < . Since ( )1 0F − < , then  

( )1 0A p A p+ + − < , it is easy to know 1A p< − . And because ( )2 1ˆ 1
2

K p− > , 

thus 

( )

( )

2

2

2

2

ˆ ˆ1
ˆ ˆ1

ˆ1 2
ˆ1 2 1

0.

KA K p A p

KA K A

K A

K p

+ + −

< + +

< +

< + −

<  
Therefore, the lemma 9 knows that the integrodifference model (3) has a mi-

nus-one bifurcation under this condition. 
When *

1Y Y=  there is ( )1 0F − = , and the same goes for 1 0A p− + = . It is 
easy to have that 

( )
( )( )
( )( )

2ˆ ˆ1
ˆ ˆ ˆ1 1

ˆ ˆ1 1

0.

KA K p A p

Kp KA Kp

Kp K

+ + −

= + − +

= + −

≥  
A minus-one bifurcation of the integrodifference model (3) is shown in Fig-

ure 6. Let 3241.23a = , 18b = , 0.8c = , 2 2.5σ = , and 0.4p = . In this case, 

we have 0 16206.15 1= > , *
1

1
2

Y Y= = , ( )2 1ˆ 1
2

K p− > . The numerical si-

mulation results show that a minus-one bifurcation exists in the integrodiffe-
rence model (3), and the two-cycle solution generated by the bifurcation is sta-
ble. 

 

 
Figure 6. The minus-one bifurcation of the model (3). 
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4. Conclusion and Discussion 

We considered an SIS epidemic integrodifference model with nonlinear inci-
dence function. Because of the ease of transportation, people will move within a 
certain range, which has a certain impact on the spread of the disease. Therefore, 
we aimed to explore the impact of dispersal on the spread of disease. 

Firstly, we conducted the theoretical analysis of model (2) using the theory of 
dynamical systems, mainly including the existence and stability of the disease 
free equilibrium 0E  and the endemic equilibrium *E , and the existence con-
ditions of a flip bifurcation. In addition, numerical simulations show that model 
(2) may exhibit stable 4-cycle, 8-cycle, and eventually chaos will occur as 0  
increases. 

Secondly, we analyzed the dynamic behavior of model (8) based on the dis-
crete-time model (4) with diffusion. We proved the global asymptotically stabil-
ity of the equilibria *Y  and 0Y  of model (8), gave the conditions for the exis-
tence of a traveling wave solution and a minus-one bifurcation. Since the dy-
namic behavior of model (3) is the same as that of model (8), it indicates that 
model (3) has a traveling wave solution, and experiences a minus-one bifurca-
tion under some conditions. 

Finally, by comparing the dynamic behavior of model (2) and model (3), we 
concluded that the addition of diffusion does not affect its stability if the equili-
brium is stable, at this time, the disease will persist. Besides, there will exist a 
traveling wave solution under this condition. However, adding diffusion in-
creases the instability of system when the equilibrium is unstable, which makes 
the spread speed faster and accelerates the spread of disease. Besides, there may 
be no traveling wave solution. 

This paper only analyzes the existence of a traveling wave solution. The con-
jecture that a traveling wave solution does not exist can be given when *c c< , 
but no detailed proof is given. In the dispersal process, we only choose the Gaus-
sian kernel function, and the influence of different kernel functions on the sta-
bility of the model is not discussed. It is expected that it can be further studied in 
subsequent work. 
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