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Abstract 
Most of the existing vector data matching methods use traditional feature 
geometry attribute features to match, however, many of the similarity indica-
tors are not suitable for cross-scale data, resulting in less accuracy in identi-
fying objects. In order to solve this problem effectively, a deep learning model 
for vector road data matching is proposed based on siamese neural network 
and VGG16 convolutional neural network, and matching experiments are 
carried out. Experimental results show that the proposed vector road data 
matching model can achieve an accuracy of more than 90% under certain da-
ta support and threshold conditions. 
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1. Introduction 

Vector data is an important part of the geographic information industry, and a 
large amount of vector data is produced based on the different needs of different 
departments. When facing the update problem of massive vector data, how to 
integrate and analyze them efficiently, give incremental updates, speed up the 
update speed of data, improve the update efficiency of data, and increase the 
reuse rate is one of the hot issues in GIS research field [1]. Since vector data may 
have a certain scale and timing differences depending on the source, it is neces-
sary to use vector data matching methods for efficient data updates in order to 
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reduce the update cost of data and improve the reuse rate of data. 
Line entity matching is generally achieved by comparing topological relation-

ships between line segments as well as geometric similarity and spatial distance 
differences between nodes. Filin et al. [2] used Hausdorff distance to determine 
the matching relationship between elements. In the case of large local differences 
between line element entities, using only the Euclidean distance difference of 
nodes will produce large errors in the matching results, so Deng et al. [3] ex-
tended the Hausdorff distance. Huang et al. [4] studied surface rivers by ex-
tracting the skeleton line of surface rivers and using the skeleton line nodes and 
radians to achieve matching between linear and surface rivers. Chen et al. [5] 
classified and analyzed the point elements constituting the lineal roads to find 
the distance difference and angle offset between important point elements to 
realize the matching of road networks at different scales. Based on the advantag-
es of the ant colony algorithm, Gong et al. [6] proposed a constrained mathemati-
cal model to find the globally optimal matching scheme for road entities with the 
same name. Liu [7] studied vector road data into two cases, homologous and 
non-homologous, and matched homologous data with high similarity by com-
paring buffers; for non-homologous data with overall convergence, matching 
was performed by combining data parallelism and distance. Fu et al. [8] pro-
posed a road network matching algorithm based on a logistic regression model. 
Fang [9] et al. proposed a model for matching using the topological relationship 
and spatial location between line elements. Wen [10] proposed three metrics ap-
plicable to vector road matching based on the geometric and topological charac-
teristics of roads, which are spatial relationship descriptors based on the summa-
tion of the product of direction and distance, shape descriptors based on the vector 
of feature points, and area shape descriptor based on the minimum convex 
package. Yang [11] proposed a 2-channels-conv network with deeper layers than 
2-channels network for heterogenous remote sensing image matching. Tao [12] 
et al. applied the deep learning approach to the heterogenous SAR image and 
visible image matching problem by using twin neural networks for similarity 
metric, and the matching results and accuracy were better than the traditional 
template matching method. 

Most of the existing vector data matching methods use the traditional geome-
tric attribute features of elements for matching. With the development of deep 
learning in the field of computer vision, how to use deep learning to deal with 
vector data matching problems has become a new direction of current research. 
Due to the poor applicability of more current similarity metrics in cross-scale 
data, it leads to low accuracy in identifying objects. In order to effectively solve 
this problem, this paper considers the application of deep learning methods for 
vector data matching, explores the neural network model applicable to vector data 
matching, and through experiments, continuously optimizes the matching me-
thod to obtain a higher matching accuracy. The technical route adopted in this paper 
is shown in Figure 1. 

https://doi.org/10.4236/jamp.2023.111017


L. Zhao et al. 
 

 

DOI: 10.4236/jamp.2023.111017 305 Journal of Applied Mathematics and Physics 
 

 
Figure 1. Technical route caption. 

2. Data Set 

The vector data of 2014 and 2020 provided by OSM (OpenStreetMap) with the 
coordinate reference system of GCS_WGS_1984 and the data format of shape file 
are used for the experimental data. 

The highways, national roads and provincial roads are screened, and the roads 
with the same name matching 2014 and 2020 are selected by local zooming, in or-
der to achieve cross-scale road matching so that they are displayed at different 
scales, and the effect is shown in Figure 2. According to the principle of uniform 
distribution of sampling area and random selection, a number of homonymous 
roads with typical geometric features are selected among highways, national roads 
and provincial roads, and ensure that the number of roads in each category is ap-
proximately equal, and are collected by the above method. Finally, 108 pairs and 216 
road pictures were collected as the original data set for the experiment. Also, 40 
pairs and 80 road pictures were collected as the original test set for the experiment. 
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Figure 2. Example of a matching road picture. 

3. Matching Models 
3.1. VGG16 Convolutional Neural Network 

In early convolutional neural networks, such as AlexNet, LeNet, the features of 
input samples are extracted by larger convolutional kernels. Although the larger 
the size of the convolutional kernel, the greater the ability to extract spatial in-
formation, it also increases the number of parameters and computational effort. 

Unlike AlexNet, VGGNet uses several consecutive 3 × 3 convolutional kernels 
instead of larger convolutional kernels such as 11 × 11, 7 × 7, and 5 × 5. This 
way VGGNet has less number of parameters while having more nonlinear 
transformations. The depth of VGGNet is increased under the condition that it 
is guaranteed to have the same perceptual field, which improves the effectiveness 
of the neural network to some extent [13]. The more widely used structure in 
VGGNet is the VGG16 convolutional neural network, whose structure is shown 
in Figure 3. 

3.2. Twin Neural Networks 

A twin neural network is a neural network model that can weaken the existence 
of intensity differences between heterogeneous images by extracting features 
from the input samples and then measuring their similarity [12]. A twin neural 
network in the narrow sense consists of two identical neural networks [14] and 
is mainly used to deal with the case where two input samples are more similar, 
and the twin neural network used in the experiments of this paper is of this type; 
a twin neural network in the broad sense, which can consist of any two artificial 
neural networks [15], is mainly used to deal with the case where two input sam-
ples are more different. 

The input of twin neural networks can be numerical data, image data or se-
quence data, and they have good scalability to classify untrained categories. Since 
twin neural networks have two inputs as well as two sub-neural networks, their 
training is more computationally intensive and takes longer compared to con-
ventional networks, and their output is not the probability but the distance be-
tween the two inputs. 
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Figure 3. Structure of VGG16. 

 
The structure of the twin neural network is shown in Figure 4, i.e., the twin 

neural network is used for two inputs, and its loss is calculated by the network 
on the two branches, which can evaluate the similarity of the one-dimensional 
feature vector obtained after the processing of the two branches, i.e., the similar-
ity of the two inputs. 

Since the dataset is a series of road pictures, for the twin neural network used 
in the experiment, its input is two pictures. After inputting the images and the 
corresponding labels into the neural network model, the output of the neural 
network and the real labels of the images are subjected to Cross-Entropy opera-
tion to obtain the final loss. The loss function used in the experiment is the Bi-
nary Cross-Entropy loss function (Binary Cross-Entropy, the expression is shown 
in Equation (1)), which returns a higher loss value for wrong predictions and a 
lower loss value for good predictions. 

( )( ) ( ) ( )( )
1

log 1 log 1
N

i i i i
i

y p y y p y
loss

N
=

+ − −
= −

∑
          (1) 

In Equation (1): N is the number of samples; y is the label representing 
whether two samples match, y = 1 represents a match and y = 0 represents a 
mismatch; p(y) is the probability of correct match for each sample. 

For correctly matched samples, y = 1 and loss = −log(p(y)), when p(y) is larger, 
loss is smaller, and ideally p(y) = 1, at this time loss = 0. For incorrectly matched 
samples, y = 0 and loss = −log(1 − p(y)), when p(y) is smaller, loss is smaller, 
and ideally p(y) = 0, at this time loss = 0. Therefore, Binary Cross-Entropy as the 
loss function of vector road data matching network can measure the accuracy of 
classification. 

3.3. Combination of VGG16 and Twin Neural Network 

The twin neural network is chosen as the backbone framework of the road pic-
ture matching network for inputting two pictures; the VGG16 convolutional 
neural network is chosen as the backbone feature extraction network of the twin 
neural network for feature extraction. The twin neural network uses the feature 
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vectors of the two road images extracted by VGG16 to perform matching by 
calculating the similarity between them. 

The basic framework of the vector road data matching network constructed 
by using the respective features of the twin neural network and the VGG16 con-
volutional neural network is shown in Figure 5. 

Figure 6 illustrates the whole process of the network implementation from the 
input samples, to the output image similarity. Where X1 and X2 represent a pair 
of input data, Gw represents the neural network model with parameter w, Gw(X) 
serves to convert the input data X into feature vectors, and Ew is used to describe 
the L1 distance between the feature vectors of the two input data. The specific 
implementation process is described below. 

First, the features of the input images are extracted using the VGG16 convolu-
tional neural network, which mainly involves the convolutional operations of the 
convolutional layers. The convolutional operations are performed to extract dif-
ferent features of the input images, and these features become more and more 
complex as the number of layers of the neural network increases. After obtaining 
the multidimensional feature vectors, the functions in the NumPy library are used 
to convert them into one-dimensional vectors, and finally the one-dimensional 
feature vectors of the two input images are obtained. 

 

 
Figure 4. Structure of siamese network. 

 

 
Figure 5. Structure of the vector road data 
matching network. 
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Figure 6. The implementation process of the vector road data match-
ing network. 

 
Second, the L1 parametric of the interpolation of these two feature vectors is 

obtained, which is also equivalent to deriving the L1 distance between them. 
Where, the L1 parametric number represents the sum of the absolute values of 
the non-zero elements in vector x. The expression is shown in Equation (2), 
which serves to allow feature selection and can directly set the coefficients of 
features of lower importance to zero, thus improving the sparsity of the neural 
network model parameters; the L1 distance, also called the Manhattan distance, 
is the projection of the axis generated by the line segment formed by two points 
on a fixed right-angle coordinate system in Euclidean space the sum of the dis-
tances [16], and for the n-dimensional vectors a (x11, x12, …, x1n) and b (x21, 
x22, …, x2n), the Manhattan distance is as in Equation (3). 

1
1

n

i
i

x x
=

= ∑                           (2) 

In Equation (2): ||x||1 is the L1 parametrization; xi is the coordinate of each 
dimension of the vector x. 

12 1 2
1

n

k k
k

d x x
=

= −∑                        (3) 

In Equation (3): d12 is the Manhattan distance between the two vectors; x1k and 
x2k are the coordinates of each dimension of the two vectors, respectively. 

Then, the L1 distance is input to the excitation layer using two fully connected 
layers, and the result is transformed to the (0, 1) interval, representing the simi-
larity of the two input road images, by the Sigmoid function. 

Among them, the function of the excitation layer is to make a nonlinear map-
ping to the output of the convolutional layer, introducing nonlinear factors to 
the neurons. The pooling layer, which is connected afterwards, functions as a 
pooling (also known as downsampling) operation for the feature matrix, mainly 
through feature dimensionality reduction, data compression and reduction of 
the number of parameters, to sparse the feature matrix, reduce the size of the 
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feature matrix, and prevent the model from overfitting. The pooling layer is in-
troduced into the convolutional neural network to ensure the translation inva-
riance of the input image, i.e., the same image is input again after flipping and 
deforming, and similar results can be obtained after processing by the pooling 
layer. The fully connected layer, located at the end of the neural network, is used 
to refit the features downsampled by the pooling layer, i.e., the feature matrix 
obtained by the pooling layer processing is expanded into a one-dimensional 
vector to integrate the features together to reduce the loss of feature information. 

Finally, using the above method, the original test set is traversed and the one 
with the highest similarity to each image is used as the road image with which it 
matches, completing the automatic matching of road images. 

4. Experiment and Analysis 

The training is divided into two stages: forward propagation and backward 
propagation, each with a different learning rate. The first stage only makes rela-
tively rough predictions, just to try to maintain the recall rate; the second stage 
makes further adjustments and predictions based on the first stage predictions 
combined with the features extracted by the convolutional neural network, mak-
ing the final predictions more accurate. 

The task of the prediction stage is: traverse all the road pictures in the original 
test set as one input input1 of the twin neural network, and then traverse all the 
road pictures to be matched in it as another input input2 of the twin neural 
network; then use the networks on the two branches to extract the features of 
input1 and input2 and calculate their similarity; finally take the road picture 
with the highest similarity input2 as the road picture matching with road picture 
input1 and judge whether the match is a correct match according to the number 
of the two images, if it is consistent, it is a correct match, otherwise it is a wrong 
match. Also in the prediction process, the number of correct matches is counted, 
and finally the matching accuracy is calculated. 

4.1. Preliminary Experiments 

The experiments are conducted using the original training set (hereinafter re-
ferred to as “Experiment 1”), and the parameters are set as shown in Table 1. 

Training was obtained for the two phases with the relationship shown in Fig-
ure 7. 

As can be seen from the above figure, a total of 31 epochs were performed in 
the first stage and a total of 17 epochs were performed in the second stage. 

In the 57th epoch, the loss of the training and validation sets are 0.2060 and 
0.1599, respectively, and the accuracy is 0.9187 and 0.9375, respectively, with the 
best overall performance. The weights file generated by this epoch was selected 
for matching prediction on the original test set, and the number of successful 
matches was counted as 21 and the number of failed matches was 19, with a 
matching accuracy of 52.500%. 
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Table 1. Parameter settings for Experiment 1. 

Parameter Name Parameter Value 

Total number of images in the training set and validation set 108 pairs, 216 sheets 

Ratio of training set, validation set and test set 172:44:40 (4:1:1) 

Batch size 32 

Learning rate (I) 1e-4 

Epoch (I) 50 

Learning rate (II) 1e-5 

Epoch (II) 50 

 

 
Figure 7. Training results of Experiment 1. 

4.2. Data Augmentation Experiments 

Data augmentation is a regularization technique that primarily manipulates the 
training data by randomly altering it through a series of digital image processing 
methods. Using data augmentation techniques can improve the accuracy of 
neural network models while helping to avoid overfitting of the training. In ad-
dition, the amount of data in the dataset can be increased by data augmentation, 
thus reducing the need for large manually labeled datasets for deep learning. In 
general, the more training samples collected, the better, but in cases where it is 
not possible to increase the real training samples, data augmentation can be a 
good way to overcome the limitations of small datasets. 

Based on the results of Experiment 1, this experiment (hereinafter referred to 
as “Experiment 2”) was conducted based on the data enhanced dataset, consi-
dering that the model was not sufficiently trained due to the small size of the 
dataset, resulting in poor matching accuracy. 

The data enhancement was performed by first doubling the original dataset 
(108 pairs of road images) by flipping it up and down and randomly rotating it 
clockwise and counterclockwise by 5˚, and then doubling the original dataset by 
flipping it left and right and randomly rotating it clockwise and counterclock-
wise by 5˚. The test set is also processed in the same way. Thus, the data set used 
in Experiment 2 is 324 pairs and 648 road images, and the test set is 120 pairs 
and 240 road images. 
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The parameters of Experiment 2 were set as shown in Table 2, and the rela-
tionship between loss and epoch for the two phases of training was obtained as 
shown in Figure 8. 

As can be seen from the above figure, a total of 20 epochs were performed in 
the first stage and a total of 16 epochs in the second stage. 

In the 65th epoch, the best overall performance was achieved with loss of 
0.1300 and 0.2800 and accuracy of 0.9766 and 0.9153 for the training and valida-
tion sets, respectively. The weights file generated by this epoch was selected for 
matching prediction on the test set after data enhancement, and the number of 
successful matches was counted as 68 and the number of failed matches was 52, 
with a matching accuracy of 56.667%. 

4.3. Expanded Threshold Experiments 

Based on the above two experiments, considering that in the vector road data 
matching problem, in addition to using deep learning to match the geometric 
features of road images, many other matching indicators, such as coordinate po-
sition, should be linked to achieve a comprehensive and integrated fine match-
ing. 

Therefore, when using deep learning for coarse matching of road images, the 
threshold value of matching can be appropriately reduced (the threshold value of 
both Experiment 1 and Experiment 2 is 1:1), so that the matching accuracy can 
be improved, and the precise matching results can be achieved by combining 
other indicators. 

The parameters of this experiment (hereinafter referred to as “Experiment 3”) 
were set as in Experiment 2, and the relationship between loss and epoch for the 
two phases of training was obtained as shown in Figure 9. 

As can be seen from the above figure, a total of 33 epochs were performed in 
the first stage and a total of 25 epochs in the second stage. 

In the 65th epoch, the best overall performance was achieved with loss of 
0.0833 and 0.1555 and accuracy of 0.9785 and 0.9453 for the training and valida-
tion sets, respectively. The weights file generated by this epoch was selected for 
matching prediction on the data-enhanced test set, and the matching thresholds 
were set to 1: 3, 1: 4, and 1: 5, and it was statistically found that. 

 
Table 2. Parameter settings for Experiment 2. 

Parameter Name Parameter Value 

Total number of images in the training set and validation set 324 pairs, 648 sheets 

Ratio of training set, validation set and test set 518:130:120 (4:1:1) 

Batch size 32 

Learning rate (I) 1e-4 

Epoch (I) 50 

Learning rate (II) 1e-5 

Epoch (II) 50 
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Figure 8. Training results of Experiment 2. 

 

 
Figure 9. Training results of Experiment 3. 

 
1) When the threshold value is 1:3, the number of successful matches is 99, the 

number of failed matches is 21, and the matching accuracy is 82.500%. 
2) When the threshold is 1:4, the number of successful matches is 106, the 

number of failed matches is 14, and the matching accuracy rate is 88.333%. 
3) When the threshold value is 1:5, the number of successful matches is 109, 

the number of failed matches is 11, and the matching accuracy rate is 90.833%. 

5. Conclusions 

Several vector data images of highways, national roads, and provincial roads in 
2014 and 2020 were selected as the experimental objects, and for the vector road 
data matching problem, a deep learning approach was used to investigate. 

1) The matching problem of road images is transformed into a problem of 
calculating similarity using a neural network model and considering the image 
with the highest similarity as the matching image. 

2) During the experiment, the matching accuracy is improved by using data 
enhancement and expanding the threshold, and the feasibility of this deep learn-
ing-based vector data matching method is demonstrated by three comparison 
experiments. 

For the research results obtained in this paper, there are still many problems 
to be solved, which need to be continuously accumulated and improved in prac-
tical applications. In the following aspects, further research and improvement 
are needed. 
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1) The input of the neural network proposed in this paper can only be road 
pictures, and it can not directly input and process the coordinate files, shape 
files, and other vector formats of roads. 

2) The accuracy of the neural network proposed in this paper is not high 
enough in the vector path data matching problem, and subsequent studies will 
consider the key modification of the neural network to make it more applicable 
to the treatment of vector road data matching problems. 
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