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Abstract 
This paper is presenting a new method for making first-order systems of non-
linear autonomous ODEs that exhibit limit cycles with a specific geometric 
shape in two and three dimensions, or systems of ODEs where surfaces in 
three dimensions have attractor behavior. The method is to make the general 
solutions first by using the exponential function, sine, and cosine. We are 
building up the general solutions bit for bit according to constant terms that 
contain the formula of the desired limit cycle, and differentiating them. In 
Part One, we used only formulas for closed curves where all parts of the for-
mula were of the same degree. In order to use many other formulas for closed 
curves, the method in this paper is to introduce an additional variable, and we 
will get an additional ODE. We will choose the part of the formula with the 
highest degree and multiply the other parts with an extra variable, so that all 
parts of the formula have the same degree, creating a constant term contain-
ing this new formula. We will place it under the fraction line in the solutions, 
building up the rest of the solutions according to this constant term and dif-
ferentiating. Keeping this extra variable constant, we will achieve almost the 
desired result. Using the methods described in this paper, it is possible to make 
some systems of nonlinear ODEs that are exhibiting limit cycles with a dis-
tinct geometric shape in two or three dimensions and some surfaces having 
attractor behavior, where not all parts of the formulas are the same degree. 
The pictures show the result. 
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1. Introduction 

In the introduction to [1], we can read: Nonlinear dynamical systems exhibiting 
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limit cycles are found in a large variety of fields including biology, chemistry, 
mechanics, and electronics. 

A limit cycle is a closed trajectory in phase space having the property that at 
least one other trajectory spirals into it, either as time approaches to infinity or 
as time approaches to negative infinity. In other words, the limit cycle is an iso-
lated trajectory (isolated in the sense that neighboring trajectories are not closed); 
it spirals either toward or away from the limit cycle. If all neighboring trajecto-
ries approach the limit cycle, we say the limit cycle is stable or attractive, that is, 
in the case where all the neighboring trajectories approach the limit cycle as time 
approaches to infinity [2] [3]. 

The limit cycle is an oscillation peculiar to nonlinear systems. The oscillatory 
behavior, unexplainable in terms of linear theory, is characterized by a constant 
amplitude and frequency determined by the nonlinear properties of the system. 
Limit cycles are distinguishable from linear oscillations in that their amplitude of 
oscillation is independent of initial conditions. For instance, if a system has a 
stable limit cycle, the system will tend to fall into the limit cycle, with the output 
approaching the amplitude of that limit cycle regardless of the initial conditions 
and forcing function [4]. 

A limit cycle is said asymptotic stable if all trajectories in the vicinity of the 
limit cycle converge to it as t →∞ . Otherwise, the limit cycle is said semi-stable 
or unstable [5]. 

Roughly speaking, an attracting set for a dynamical system is a closed subset A 
of its phase space such that for “many” choices of initial point the system will 
evolve towards A [6]. An attractor of a dynamical system is a subset of the state 
space to which orbits originating from typical initial conditions tend as time in-
creases. It is very common for dynamical systems to have more than one attrac-
tor [7]. An attractor is defined as the smallest unit which cannot be itself de-
composed into two or more attractors with distinct basins of attraction. This re-
striction is necessary since a dynamic system may have multiple attractors, each 
with its own basin of attraction. 

Until the 1960s, attractors were thought of as being simple geometric subsets of 
the phase space, like points, lines, and surfaces. 

If somebody wants to make a system of ODEs that is exhibiting a Limit Cycle 
(LC) with a certain geometric shape, or a distinct surface that has attractor beha-
vior, how can we do it? 

1) For example, the graph of ( ) ( )4 22 2 2 3 2 83x y P x xy f+ − − =  as a limit cycle. 
2) Or making a system of ODEs exhibiting a LC with the three-dimensional 

shape determined by the projection of the closed curve in a) onto a sphere. 
3) Or making a system of three ODEs where the closed surface  

( ) ( )4 22 2 2 3 2 83x y z P z xy f+ + − − =  has attractor-behavior, which is attract-
ing the solution curves from both inside and outside this closed surface, and 
then following the surface as the variable t goes to infinity. P and f are para-
meters. 

This paper is a continuation of Part One [8], and we will continue to describe 
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some techniques I have developed for making nonlinear first-order systems with 
some special behavior. For the most part, we are going to work with systems of 
ODEs that are exhibiting limit cycles in two and three dimensions.  

We repeat from Part One how to write the general solutions in order to make 
them easier to work with, and also the theory behind LC. 

The method that we will use in this paper is new to the literature, at least to 
my knowledge. My background for the investigations is the textbook Differential 
Equations [9]. The number I have given each system of equations is the number 
they have in my collection. 

2. How to Write the Solutions 

First, we will look at the way I have chosen to write the solutions, in order to 
“simplify” the derivations. 

The differential equation  

2d
d
x x x
t
= −                           (1) 

has the general solution  

( )
( )0

0

1
11 1 e t

x t
x

x
−

=
− −

                     (2) 

This is how we find the solution in the textbooks. 
Multiply the numerator and the denominator with 0etx : 

( ) 0

0 0

e
e 1

t

t

x
x t

x x
=

− +
                      (3) 

The drawback with this last expression is that we have got the same exponen-
tial function both in the numerator and the denominator. I prefer to use (3) be-
cause: 

1) The exponent in the exponential function has the same sign than the coeffi-
cient in the differential equation. It is easier to see the connection between the 
solution and the equation. 

2) It is easier to differentiate the solution when it is written on the form 
(3). 

I have consequently chosen to write the solutions on the form (3). But when 
we want to analyze the solutions, we must use (2). 

Derivation of fraction: 

( )
( )

( ) ( ) ( )
( )

( )
( )

( ) ( )
( )2 2

( )d
d

f x f x g x g x f x f x f x g x
x g x g xg x g x

′ ′ ′ ′−
= = −        (4) 

We will use the last expression when derivation of solutions. 
We can demonstrate by differentiating (3): 

( )
2 2

20 0
2

0 0 0 0

e ed
d e 1 e 1

t t

t t

x xx x x
t x x x x
= − = −

− + − +
             (5) 
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Here, we see how simple the derivation becomes, and how easy it is to see the 
connection between the derivative and the solution ( )x t , when we write the 
solution on the form (3). 

The general expression of solution (3) is: 

( ) 0

0 0

e
e

at

at

f x
x t

x x f
=

− +
                      (6) 

2d
d
x aax x
t f
= −                         (7) 

In order to practice the method that we are going to use later, it is crucial ne-
cessary that we write the solutions, so that ( ) 00x x= , ( ) 00y y=  and ( ) 00z z= . 
If we put 0t =  in the solution (6), we will get ( ) 00x x= . 

Another solution we will use is when the denominator is square root: 

( ) 0

2 2 2 2
0 0

e

e

at

at

f x
x t

x x f
=

− +
                    (8) 

( ) 00x x=  

( )

2
0

2

2
0

0

2 2 22 2 2 2 2
0 0 0 0

2 2 2

3
2

0 0

1e 2 eed 2
d e e e

at at
at

at at at

f x axaf xx
t x x f x x f x x f

aax x
f

= −
− + − + − +

= −

     (9) 

And once again, we can see how easy it is to see the connection between the 

derivative d
d
x
t

 and the solution ( )x t  when we write the solution in this way.  

Notice that all parts in the square root are of same degree, namely the second 
degree. If the denominator is fourth root, all parts inside the root must be of 
fourth degree, and so on. This is important when we shall build up the solutions 
bit for bit, unless it will be wrong. 

3. How to Make Limit Cycles (LCs) 
3.1. The Theory behind LC 

A spiral contains two types of motions: One rotating motion according to the 
function sine and cosine, and one outwards or inwards motion according to the 
exponential function. Remember that we are using only these three functions in 
the solutions described in this paper. In order to make a stable limit cycle, the 
equilibrium point must be spiral source. If we choose initial values ( )0 0,x y  in-
side the LC, the solution curve will make an outwards rotating spiral ending up 
at the LC. And if we choose initial values outside the LC, the solution curve will 
make an inwards rotating spiral ending up at the LC. When the solution curves 
arrive the LC, either from outside or inside the LC, the outwards or inwards mo-
tion will stop. We have only rotating motion left. What has happened? 
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Regarding the general solutions this means that the exponential functions 
have disappeared, and the solutions contain only the functions sine and cosine. 
If we choose initial values ( )0 0,x y  wherever on a stable LC, we will observe 
only rotation along the same closed curve over and over when the variable t goes 
to infinity. 

This tells us that we must make the general solutions, so that if we choose ini-
tial values wherever on the LC, all exponential functions are gone. And if we 
choose initial values wherever else, the general solutions will contain exponential 
functions. The general solutions must contain a constant term made, so that if 
we choose initial values on the LC, this constant term become zero. 

3.2. LC in Two Dimensions 

The general solutions to a system of linear differential equations making spiral 
are: 

( ) ( ) ( )( )0 0e cos sinatx t x bt y bt= +                  (10) 

( ) ( ) ( )( )0 0e cos sinaty t y bt x bt= −                  (11) 

In Part One, we made the general solutions to a system of ODEs exhibiting an 
elliptic LC, where we placed the formula of an ellipse in a constant term under 
the fraction line: 

2 2
0 0
2 2 1

x y
g h

 
− + + 
 

                         (12) 

Choosing initial values wherever on the ellipse 
2 2

2 2 1x y
g h

+ = , this constant 

term will become zero, and the exponential functions will disappear, as we can 
see in the solutions below: 

( )
( ) ( )( )

( ) ( )( ) ( ) ( )( )

0 0

2 2
2 22 2 0 0

0 0 0 02 2 2 2

e cos sin

1 1e cos sin e cos sin 1

at

at at

x bt y bt
x t

x yx bt y bt y bt x bt
g h g h

+
=

 
+ + − − + + 

 

 (13) 

( )
( ) ( )( )

( ) ( )( ) ( ) ( )( )

0 0

2 2
2 22 2 0 0

0 0 0 02 2 2 2

e cos sin

1 1e cos sin e cos sin 1

at

at at

y bt x bt
y t

x yx bt y bt y bt x bt
g h g h

−
=

 
+ + − − + + 

 

 (14) 

Notice that all parts inside the square root are of same degree, namely second 
degree. This is import, unless these methods will not work, and we will not ob-
tain an ODE that is possible to express with the solutions ( )x t  and ( )y t . 

If we want to make a system of ODEs exhibiting a LC expressed by the for-
mula 4 4 24 1x y xy+ − = , how can we do it? Two parts in the formula have de-
gree four and one part has degree three. In order to give all parts in the formula 
the same degree, we can introduce an extra variable and name it w.  

4 4 24 1x y xy w+ − = . Now, all parts in the formula are of same degree, namely 
fourth degree. 
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Making this formula a little more general, the constant term under the frac-
tion line must be: 

( )4 4
0 0

2 4
0 0 02x y Px y w f− + − +                  (15) 

P and f are parameters. 
Since we now have three variables, we must make three general solutions. Af-

ter the derivations, we will have three ODEs. The fraction line will be too long for 
this page, so we put ( ) ( )0 0cos sinx bt y bt A+ =  and ( ) ( )0 0cos siny bt x bt B− = :  

( ) ( )
( ) ( ) ( )( ) ( )4 4 24 4 4 2 44

0 0 0
4 4
0 0 0

e

e e 2 e 2

at

at at at

f A
x t

A B P w A B x y Pw x y f
=

+ − − + − +
 (16) 

( ) ( )
( ) ( ) ( )( ) ( )4 4 24 4 4 44

0 0 0
4 4 2
0 0 0

e

e e 2 e 2

at

at at at

f B
y t

A B P w A B x y Pw x y f
=

+ − − + − +
 (17) 

( )
( ) ( ) ( )( ) ( )

0

4 4 24 4 4 44
0 0

4 2
0

4
0 0 0

e

e e 2 e 2

at

at at at

f w
w t

A B P w A B x y Pw x y f
=

+ − − + − +
 (18) 

Notice that when 4 4 2
00 000

42x y Pw x y f+ − = , the exponential function in all 
three solutions will disappear, and only the functions sine and cosine are left. 

All three solutions contain the same exponential function eat , and the deno-
minator is the same in the three solutions. When differentiating these solutions, 
we obtain a system of three ODEs, system (1358): 

( ) ( )4 4 2 2 2 3 2
4

d 2
d 2
x x bax by a x y Pwxy bxy x y Py w bPwx y
t f

 = + − + − + − − +  
 (19) 

( ) ( )4 4 2 2 2 3 2
4

d 2
d 2
y y bay bx a x y Pwxy bxy x y Py w bPwx y
t f

 = − − + − + − − +  
 (20) 

( ) ( )4 4 2 2 2 3 2
4

d 2
d 2
w w baw a x y Pwxy bxy x y Py w bPwx y
t f

 = − + − + − − +  
 (21) 

Notice that when 4 4 2 42x y Pwxy f+ − = , all parts containing the parameter a 
are gone. The parameter a belongs to the only exponential function in the three 
ODEs. 

The secret now is to keep the variable w constant, for example 1w = . Then 
we have obtained the system that we wanted to make: 

( ) ( )4 4 2 2 2 3 2
4

d 2
d 2
x x bax by a x y Pxy bxy x y Py bPx y
t f

 = + − + − + − − +  
 (22) 

( ) ( )4 4 2 2 2 3 2
4

d 2
d 2
y y bay bx a x y Pxy bxy x y Py bPx y
t f

 = − − + − + − − +  
 (23) 

I don’t have solutions to this system, but that don’t matter. We have obtained 
what we wanted to do, making a system of two ODEs with the desired behavior. 

See Figure 1 where 4, 1, 1, 2a b f P= = = =  and compare with Figure 2. 
My experience is that choosing greater values of the parameter a will give a 

better similarity with the desired geometric shape of the LC. 
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Figure 1. A two-dimensional LC. 

 

 

Figure 2. The graph of 
4 4 24 1x y xy+ − = . 

 
Inspired of these results, let us try to give the closed curve  

( )22 2 3 22 6 1x y x xy+ − + =  attractor behavior. Multiply two parts in the formula 
with an extra variable, and make it a little more general: 

( )22 2 3 2 43x y Pwx Pxwy f+ − + =                (24) 

P and f are parameters. 
Now, all parts in the formula have degree four, and then we have the constant 

term: 

( )( )22 2 3 2 4
0 0 0 0 0 0 03x y Pw x Px w y f− + − + +              (25) 
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Build up the general solutions ( ) ( ),x t y t  and ( )w t  according to this con-
stant term, and define 

( ) ( )0 0cos sinx bt y bt A+ = , ( ) ( )0 0cos siny bt x bt B− =  in order to compress 
the solutions. 

( ) ( )

( ) ( )( ) ( ) ( )( ) ( )( )2 22 2 3 24 4 4 44
0 0 0

2 2 3 2
0 0 00 00

e

e e 3 e 3

at

at at at

f A
x t

A B Pw A P w A B x y Pw x Pw x y f
=

+ − + − + − + +
 (26) 

( ) ( )

( ) ( )( ) ( ) ( )( ) ( )( )2 22 2 3 24 4 4 2 2 3 2 44
0 0 0 0 0 0 0 0 0

e

e e 3 e 3

at

at at at

f B
y t

A B Pw A P w A B x y Pw x Pw x y f
=

+ − + − + − + +
 (27) 

( )
( ) ( )( ) ( ) ( )( ) ( )( )

0

2 22 2 3 24 4 4 2 2 3 2 44
0 0 0 0 0 0 0 0 0

e

e e 3 e 3

at

at at at

f w
w t

A B Pw A P w A B x y Pw x Pw x y f
=

+ − + − + − + +
 (28) 

Differentiating these solutions give system (1356): 

( )22 2 3 2 2 3
4

d 9 33
d 4 4
x xax by a x y aPx w aPxy w Pbx yw Pby w
t f

 = + − + − + − +  
 (29) 

( )22 2 3 2 2 3
4

d 9 33
d 4 4
y yay bx a x y aPx w aPxy w Pbx yw Pby w
t f

 = − − + − + − +  
 (30) 

( )22 2 3 2 2 3
4

d 9 33
d 4 4
w waw a x y aPx w aPxy w Pbx w Pby w
t f

 = − + − + − +  
  (31) 

We keep the extra variable w constant, choose 1w = , and obtain a system of 
two ODEs with the desired behavior: 

( )22 2 3 2 2 3
4

d 9 33
d 4 4
x xax by a x y aPx aPxy Pbx y Pby
t f

 = + − + − + − +  
  (32) 

( )22 2 3 2 2 3
4

d 9 33
d 4 4
y yay bx a x y aPx aPxy Pbx y Pby
t f

 = − − + − + − +  
  (33) 

See Figure 3 and compare with Figure 4.  
In Figure 3, 6, 1, 1, 1, 2a b w f P= = = = = . 
Level curve in height ( ) ( ){ }2, | ,c x y R f x y c= ∈ =  [10]. 

In this case ( )
( )24 2 2

2 3,
2

f x y
w f x y c

Pxy Px

− +
= = =

−
, a constant.     (34) 

The LC in Figure 3 is a level curve of ( ),f x y  in height 1c = . 
When ( )22 2 3 2 42x y Px Pxy f+ − + =  in Equations (32) and (33), all parts of 

the system that contain the parameter a are gone. Along this closed curve all ex-
ponential functions in the solutions have disappeared, and we have a limit cycle 
as we can see in the phase portrait. 

Let us now try to make a LC that reminds a bit of the quadrifolium, the closed 
curve:  

( )32 2 2 2 2 64x y P x y f+ − =                    (35) 
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Figure 3. A LC that reminds a bit of the trifolium. 
 

 

Figure 4. The graph of ( )22 2 3 22 6 1x y x xy+ − + = . 

 
Use an extra variable w to give all parts in the formula the same degree: 

( )32 2 2 2 2 2 64x y P x y w f+ − =                   (36) 

The constant term under the fraction line: 

( )( )3 22 2 2 2 2
0 0 0 0 0

64x y P x y w f− + − +                   (37) 

And then build up the solutions ( ) ( ),x t y t  and ( )w t  according to this con-
stant term. We put ( ) ( )0 0cos sinx bt y bt A+ = , ( ) ( )0 0cos siny bt x bt B− =  in 
order to compress the solutions. 
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( ) ( )

( ) ( )( ) ( ) ( ) ( )( )3 32 2 2 26 2 6 2 2 2 2 2 2 2 66
0 0 0 0 0 0

e

e 4 e 4

at

at at

f A
x t

A B P A B w x y P x y w f
=

+ − − + − +
 (38) 

( ) ( )

( ) ( )( ) ( ) ( ) ( )( )3 32 2 2 26 2 6 2 2 2 2 2 2 2 66
0 0 0 0 0 0

e

e 4 4

at

at at

f B
y t

A B P e A B w x y P x y w f
=

+ − − + − +
 (39) 

( )
( ) ( )( ) ( ) ( ) ( )( )

0

3 32 2 2 26 2 6 2 2 2 2 2 2 2 66
0 0 0 0 0 0

e

e 4 e 4

at

at at

f w
w t

A B P A B w x y P x y w f
=

+ − − + − +
 (40) 

Notice the sixth root of the denominator and that all parts inside the root are 
of sixth degree, and that when ( )32 2 2 2 2 2 6

0 0 0 0 04x y P x y w f+ − = , all exponential func-
tions are gone. 

Differentiating these three solutions give system (1354): 

( )32 2 2 2 2 2 2 3 2 2 3 2
6

d 4 44
d 3 3
x xax by a x y aP x y w bP xy w bP x yw
t f

 = + − + − − +  
 (41) 

( )32 2 2 2 2 2 2 3 2 2 3 2
6

d 4 44
d 3 3
y yay bx a x y aP x y w bP xy w bP x yw
t f

 = − − + − − +  
 (42) 

( )32 2 2 2 2 2 2 3 2 2 3 2
6

d 4 44
d 3 3
w waw a x y aP x y w bP xy w bP x yw
t f

 = − + − − +  
  (43) 

When ( )32 2 2 2 2 2 64x y P x y w f+ − =  all parts containing the parameter a are 
gone. The parameter a belongs to the exponential functions in the solutions. 

Keep the variable w constant, and we have obtained a system of 2 ODEs with 
the desired behavior. See Figure 5 and compare with Figure 6. In Figure 5, 

28, 1, 2, 4, 2a b f P w= = = = =  
Level curve at height ( ) ( ){ }2, | ,c x y R f x y c= ∈ = . 
In this case  

( )
( )32 2 6

,
2

x y f
f x y w c

Pxy

+ −
= = ± =               (44) 

For 2 2w = , as in Figure 5, we have two equal limit cycles as level curves at 
the heights 2c = ± . 

Now, we are able to solve problem a) in the Introduction: Make a system of 
ODEs exhibiting a limit cycle with the geometric shape  

( ) ( )4 22 2 2 3 2 83x y P x xy f+ − − = . The constant term under the fraction line must 
be: 

( ) ( )( )4 22 2 2 2 3 2 8
0 0 0 0 0 03x y P w x x y f− + − − =               (45) 

We build up the solutions according to this constant term, and put  
( ) ( )0 0cos sinx bt y bt A+ = , ( ) ( )0 0cos siny bt x bt B− =  and  

( ) ( )4 22 2 2 2 3 2
0 0 0 0 0 03x y P w x x y C+ − − =  

( ) ( )

( ) ( )( ) ( ) ( )( )( ) ( )
4 22 2 3 28 2 8 2 88

0

e

e e 3

at

at at

f A
x t

A B P w A A B C f
=

+ − − − +
  (46) 
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Figure 5. A LC that reminds a bit of the quadrifolium. 
 

 

Figure 6. The graph of ( )32 2 2 2128 64x y x y+ − = . 

 

( ) ( )

( ) ( )( ) ( ) ( )( )( ) ( )
4 22 2 3 28 2 8 2 88

0

e

e e 3

at

at at

f B
y t

A B P w A A B C f
=

+ − − − +
 (47) 

( )
( ) ( )( ) ( ) ( )( )( ) ( )

0

4 22 2 3 28 2 8 2 88
0

e

e e 3

at

at at

f w
w t

A B P w A A B C f
=

+ − − − +
 (48) 

Notice that we have taken the eighth root of the denominator and all parts in-
side the root have degree eight. 

Differentiating these solutions give system (1357): 
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( ) ( ) ( )( )4 22 2 2 2 3 2 2 2 3 2 2 3
8

d 33 3 3
d 4
x xax by a x y aP w x xy bP w x xy x y y
t f

 = + − + − − − − −  
 (49) 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 2 3 2 2 3
8

d 33 3 3
d 4
y yay bx a x y aP w x xy bP w x xy x y y
t f

 = − − + − − − − −  
 (50) 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 2 3 2 2 3
8

d 33 3 3
d 4
w waw a x y aP w x xy bP w x xy x y y
t f

 = − + − − − − −  
 (51) 

We keep the variable w constant, for example 2 1w = , and we have a system 
with the desired behavior: 

( ) ( ) ( )( )4 22 2 2 3 2 2 3 2 2 3
8

d 33 3 3
d 4
x xax by a x y aP x xy bP x xy x y y
t f

 = + − + − − − − −  
 (52) 

( ) ( ) ( )( )4 22 2 2 3 2 2 3 2 2 3
8

d 33 3 3
d 4
y yay bx a x y aP x xy bP x xy x y y
t f

 = − − + − − − − −  
 (53) 

I don’t have solutions to the system (52) and (53), but that is no problem since 
this system gives us a LC with the desired geometric shape. See Figure 7 and 
compare with Figure 8. In Figure 7, 6, 1, 2, 1, 1a b P f w= = = = = .  

My experience is that choosing higher values of the parameter a gives a better 
similarity between the shape of the LC and the graph of the closed curve. In 
Figure 7 the parameter 6a = , and is giving a good similarity, but the curves are 
not absolutely similar.  

Level curve in height ( ){ }2( , ) | ,c x y R f x y c= ∈ =  

In this case ( )
( )
( )

42 2 8

3 2
,

3

x y f
f x y w c

P x xy

+ −
= = ± =

−
 

For 2 1w = , as in Figure 7, we have two equal limit cycles as level curves at 
height 1c = ± . 

 

 

Figure 7. A LC that reminds a bit of the six-folium. 
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Figure 8. The graph of ( ) ( )4 22 2 3 24 3 1x y x xy+ − − = . 

3.3. LC in Three Dimensions 

Let us try to give the LC in Figure 7 a three-dimensional shape by projecting it 
on surfaces that we know the formula to, so that the LC will lie on these surfaces. 
The solution curves will then follow the surface, and repeat the same closed curve 
over and over when the variable t goes to infinity.  

We must make the solution ( )z t , so that the exponential function belonging 
to ( )z t  has disappeared when the solution curves have arrived this surface. We 
are going to make a constant term in a such way that when we choose initial values 
on this surface, this constant term will become zero, and for all other initial val-
ues is this constant term not zero. 

For example, the paraboloid or hyperbolic paraboloid 2 2z cx dy= + . The so-
lution ( )z t  contain two constant terms: One for the closed curve (45), as we ear-
lier have placed under the fraction line in the solutions ( ) ( ),x t y t  and ( )w t . 
And one constant term containing the formula for the paraboloid or hyperbolic 
paraboloid ( )2 2

0 0 0z cx dy+ − − , and multiply this last constant term with an ex-
ponential function. When both constant terms are zero, are absolutely all expo-
nential functions gone, and the general solutions contain only the functions sine 
and cosine. We have then obtained a three-dimensional LC. 

( ) ( ) ( ) ( )2 2 2 2
0 0 0 ektz t cx t dy t z cx dy= + + − −              (54) 

( )2 2
0 0 0

d d d2 2 e
d d d

ktz x yc x d y k z cx dy
t t t
= + + − −              (55) 

Subtract kz from both sides and put in the expressions for d
d
y
t

 (49) and for d
d
y
t

 

(50). 
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( )( ) ( ) ( ) ( )

( ) ( )( )

42 2 2 2 2 2
8

22 2 3 2 2 2 3 2 2 3

d 12 2 2
d

32 3 3 3
2

z kz a k cx dy bxy c d cx dy a x y
t f

aP w x xy bP w x xy x y y

= + − + + − − + +

− − − − − 

 (56) 

Choose the extra variable 2 1w = . Together with (52) and (53) we have the 
system (1425) 

See Figure 9, where 6, 1, 1, 1, 2, 1, 1a b c d P k w= = = = = = − = . 
Now, we are able to solve problem b) in the Introduction: Make a system of 

ODEs exhibiting a LC with the three-dimensional shape determined by the pro-
jection of the closed curve in Figure 8 onto a sphere. We have already made the 
solutions ( )x t  (46), ( )y t  (47) and ( )w t  (48). We will obtain two LC, one on 
the upper hemisphere and one on the lower hemisphere. 

The solution ( )z t  must contain the formula for a sphere as a constant term. 
2 2 2 2x y z R+ + =  

2 2 2z R x y= ± − −  

( ) ( ) ( ) ( )2 22 2 2 2
0 0 0 ektz t R x t y t z R x y= ± − − + − −         (57) 

( )2 2 2
0 0 02 2 2

d d2 2d d d e
d 2

kt

x yx yz t t k z R x y
t R x y

− −
= ± + − −

− −
           (58) 

Subtract kz from both sides. 

( ) ( ) ( )( )

2 2
2 2 2 2 2

82 2 2

4 22 2 2 2 3 2 2 2 3 2 2 3

d 1
d

33 3 3
4

z x ykz k R x y ax ay
t fR x y

a x y aP w x xy bP w x xy x y y

 +
= − − ± − − +

− − 

 × + − − − − −  



 (59) 

 

 

Figure 9. The LC in Figure 7 on the paraboloid 2 2z x y= + . 
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Keep the extra variable constant, 1w = . Together with Equations (52) and (53), 
we have the system (1429). See Figure 10 with a three-dimensional LC on the 
upper hemisphere, and Figure 11 that shows a three-dimensional LC on the 
lower hemisphere. 

In Figure 10 and Figure 11, 6, 1, 2, 1, 3, 1, 1a b P f R w k= = = = = = = − . 
The initial values are the same in both figures. 
Many more systems of ODEs exhibiting a three-dimensional LC are possible 

to make by projecting whatever closed curve that you know the formula to, onto 
whatever surface that you know the formula to. 

 

 

Figure 10. A LC on the upper hemisphere. 
 

 

Figure 11. A LC on the lower hemisphere. 
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4. Surfaces as Attractors 

In Part One [2], we made systems of ODEs where a distinct closed surface had 
attractor behavior, that is attracting the solution curves from both inside and 
outside the closed surface, and following the surface over and over in the same 
orbit as the parameter t goes to infinity [5]. The orbit is determined by the initial 
values. It is a necessary condition that the equilibrium point is spiral source. All 
exponential functions have disappeared along the whole surface. This is what 
characterizes a stable three-dimensional attractor.  

In this paper, we will use formulas to closed surfaces where not all parts of the 
formulas are of same degree. As in the previous sections, we are going to use an 
extra variable w. We will get an extra ODE, and achieve a system of four ODEs 
with four variables. Keeping this extra variable constant, the problem is solved. 
The denominator is the same in all four solutions, and they contain the same 
exponential function. 

Consider the formula to a closed surface:  

( )32 2 2 2 2 3 6x y z P x y f+ + + =                  (60) 

P and f are parameters. The constant term under the fraction line must be: 

( )( )32 2 2 2 2 3 6
0 0 0 0 0 0x y z P x y w f− + + + +               (61) 

Build up the solutions ( ) ( ) ( ) ( ), , ,x t y t z t w t  according to this constant term. 
In order to compress the solutions, put ( ) ( )0 0cos sinx bt y bt A+ = ,  

( ) ( )0 0cos siny bt x bt B− =  

( ) ( )

( ) ( )( ) ( ) ( ) ( )( )3 32 2 2 36 2 2 6 2 2 2 2 2 3 66
0 0 0 0 0 0 0 0

e

e e

at

at at

f A
x t

A B z P w A B x y z P x y w f
=

+ + + − + + + +
 (62) 

( ) ( )

( ) ( )( ) ( ) ( ) ( )( )3 32 2 2 36 2 2 6 2 2 2 2 2 3 66
0 0 0 0 0 0 0 0

e

e e

at

at at

f B
y t

A B z P w A B x y z P x y w f
=

+ + + − + + + +
 (63) 

( )
( ) ( )( ) ( ) ( ) ( )( )

0

3 32 2 2 36 2 2 6 2 2 2 2 2 3 66
0 0 0 0 0 0 0 0

e

e e

at

at at

f z
z t

A B z P w A B x y z P x y w f
=

+ + + − + + + +
 (64) 

( )
( ) ( )( ) ( ) ( ) ( )( )

0

3 32 2 2 36 2 2 6 2 2 2 2 2 3 66
0 0 0 0 0 0 0 0

e

e e

at

at at

f w
w t

A B z P w A B x y z P x y w f
=

+ + + − + + + +
 (65) 

Differentiating these four solutions give system (1686): 

( )32 2 2 2 2 3 2 4 2 3 2
6

d
d 3 2
x x b bax by a x y z aP x y w P xy w P x y w
t f

 = + − + + + + −  
 (66) 

( )32 2 2 2 2 3 2 4 2 3 2
6

d
d 3 2
y y b bay bx a x y z aP x y w P xy w P x y w
t f

 = − − + + + + −  
 (67) 

( )32 2 2 2 2 3 2 4 2 3 2
6

d
d 3 2
z z b baz a x y z aP x y w P xy w P x y w
t f

 = − + + + + −  
  (68) 
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( )32 2 2 2 2 3 2 4 2 3 2
6

d
d 3 2
w w b baw a x y z aP x y w P xy w P x y w
t f

 = − + + + + −  
 (69) 

Keeping the variable w constant, we have made a system of three ODEs with 
the desired behavior. 

Notice that when ( )32 2 2 2 2 3 6x y z P x y w f+ + + =  all parts containing the 
parameter a have disappeared, that means all exponential functions are gone. 
When 0a > , the solution curves will follow the closed surface as the variable t 
goes to infinity. 

See Figure 12, where 8, 1, 3, 2, 6a b f P w= = = = = . 
We see 9 limit cycles on this closed surface, one for each initial value. 
Level set at height ( ){ }3( , , ) | , ,c x y z R f x y z c= ∈ = . 

In this case ( )
( )36 2 2 2

2 2 3, ,
f x y z

w f x y z c
P x y

− + +
= = = , a constant.   (70) 

Now, we are able to solve problem c) in the Introduction: Make a system of 
ODEs where the closed surface ( ) ( )4 22 2 2 3 2 83x y z P z xy f+ + − − =  has at-
tractor-behavior. 

The constant term under the fraction line to all the solutions  
( ) ( ) ( ) ( ), , ,x t y t z t w t  must be: 

( ) ( )( )4 22 2 2 2 3 2 8
0 0 0 0 0 0 03x y z Pw z x y f− + + − − +              (71) 

In order to compress the solutions, put ( ) ( )0 0cos sinx bt y bt A+ = ,  

( ) ( )0 0cos siny bt x bt B− = , ( ) ( )4 22 2 2 2 3 2
0 0 0 0 0 0 03x y z Pw z x y C+ + − − =  The frac-

tion line will be too long for this page. 

( ) ( )

( ) ( )( ) ( )( )( ) ( )
4 22 2 28 2 8 2 3 88

0 0 0

e

e e 3

at

at at

f A
x t

A B z P w z A B C f
=

+ + − − − +
 (72) 

 

 

Figure 12. 9 LC on a closed surface. 
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( ) ( )

( ) ( )( ) ( )( )( ) ( )
4 22 2 28 2 8 2 3 88

0 0 0

e

e e 3

at

at at

f B
y t

A B z P w z A B C f
=

+ + − − − +
 (73) 

( )
( ) ( )( ) ( )( )( ) ( )

0

4 22 2 28 2 8 2 3 88
0 0 0

e

e e 3

at

at at

f z
z t

A B z P w z A B C f
=

+ + − − − +
 (74) 

( )
( ) ( )( ) ( )( )( ) ( )

0

4 22 2 28 2 8 2 3 88
0 0 0

e

e e 3

at

at at

f w
w t

A B z P w z A B C f
=

+ + − − − +
 (75) 

Notice that when ( ) 8C f= , the exponential functions in all four solutions are 
gone. 

Differentiating these four solutions give system (1762): 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 3 2 2 3
8

d 33 3 2
d 4
x xax by a x y z aPw z xy Pbw z xy x y y
t f

 = + − + + − − − − −  
 (76) 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 3 2 2 3
8

d 33 3 2
d 4
y yay bx a x y z aPw z xy Pbw z xy x y y
t f

 = − − + + − − − − −  
 (77) 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 3 2 2 3
8

d 33 3 2
d 4
z zaz a x y z aPw z xy Pbw z xy x y y
t f

 = − + + − − − − −  
 (78) 

( ) ( ) ( )( )4 22 2 2 2 3 2 2 3 2 2 3
8

d 33 3 2
d 4
w waw a x y z aPw z xy Pbw z xy x y y
t f

 = − + + − − − − −  
 (79) 

Keeping the extra variable w constant, the problem is solved. We have general 
solutions to a system of four ODEs (1762), but we don’t have solutions to the 
system of three ODEs in level height w c= , a constant. 

See Figure 13, where 28, 1, 6, 3, 4a b P f w= = = = = . 
 

 

Figure 13. 7 LC on a closed surface. 

https://doi.org/10.4236/jamp.2023.111009


M. Stensland 
 

 

DOI: 10.4236/jamp.2023.111009 133 Journal of Applied Mathematics and Physics 
 

Notice that when ( ) ( )4 22 2 2 2 3 2 83x y z Pw z xy f+ + − − = , all parts in the ODEs 
containing the parameter a have disappeared. That means all exponential func-
tions in the solutions are gone along this surface. When 0a > , this surface is an 
attractor. 

Level set at height ( ) ( ){ }3, , | , ,c x y z R f x y z c= ∈ = . 

In this case ( )
( )

( )

42 2 2 8

23 2
, ,

3

x y z f
w f x y z c

P z xy

+ + −
= = ± = ±

−
, a constant. 

We have two equal solutions in level height 2w c= = ± . 

5. Conclusions 

It is possible to make systems of nonlinear ODEs that are exhibiting limit cycles 
by making a system of general solutions first. A short summary of the techniques 
that we have used in this paper: 

1) Choose a formula for a closed curve. 
2) If not all parts of the formula have the same degree, choose the part with 

the highest degree and multiply the other parts with an extra variable, so that all 
parts of the formula have the same degree. 

3) Create a constant term containing this formula, so that if you choose initial 
values on the closed curve, this constant term will become zero. 

4) Place this constant term under the fraction line and build up the solutions 
according to the constant term. The denominator must be the same in all solu-
tions. 

5) Differentiate all solutions and keep the extra variable constant, and you 
have obtained the desired system of ODEs. 

6) If you want to give this two-dimensional limit cycle a three-dimensional shape, 
make a constant term containing the formula for a surface, no matter how com-
plicated this formula is, and multiply it with an exponential function. Make the 
constant term, so that it will become zero when you choose initial values whe-
rever on the surface. 

7) Differentiate the solution and keep the extra variable constant with the same 
value as in the other solutions, and you have obtained a system of three ODEs 
with the desired behavior. 

8) If you want to make a system of ODEs where a closed surface has attrac-
tor-behavior and not all parts of the formula of the closed surface are of the same 
degree, choose the part with the highest degree and multiply the other parts with 
an extra variable, so that all parts of the formula have the same degree. 

9) Create a constant term containing this formula, so that if you choose initial 
values wherever on the surface, this constant term will become zero. 

10) Place this constant term under the fraction line in all solutions and build 
up the solutions according to the constant term. The denominator must be the 
same in all solutions and they must contain the same exponential function. 

11) Differentiate the four solutions. Keep the extra variable constant and you 
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have obtained a system of three ODEs with the desired behavior. 
You can place as many limit cycles on a closed surface, and some open surfac-

es, as you want to. Choosing greater values of the parameter a and using a better 
computer, I am sure you will achieve a better similarity with the desired geome-
tric shape. 

Many more limit cycles in two and three dimensions are easy to make using 
these methods. Only the imagination is the limit. The possibilities for a lot of 
mathematical fun seem unlimited.  
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