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Abstract 
In most available recommendation algorithms, especially for rating systems, 
almost all the high rating information is utilized on the recommender system 
without using any low-rating information, which may include more user in-
formation and lead to the accuracy of recommender system being reduced. 
The paper proposes a algorithm of personalized recommendation (UNP algo-
rithm) for rating system to fully explore the similarity of interests among us-
ers in utilizing all the information of rating data. In UNP algorithm, the simi-
larity information of users is used to construct a user interest association net-
work, and a recommendation list is established for the target user with com-
bining the user interest association network information and the idea of col-
laborative filtering. Finally, the UNP algorithm is compared with several typ-
ical recommendation algorithms (CF algorithm, NBI algorithm and GRM al-
gorithm), and the experimental results on Movielens and Netflix datasets show 
that the UNP algorithm has higher recommendation accuracy.  
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1. Introduction 

With the spread of smartphones and the arrival of the information revolution, 
people can access a large amount of online information more and more conve-
niently and conduct frequent online social and business activities, such as online 
shopping, online movie watching, VR viewing houses, and so on. However, in 
the process of accessing information, people inevitably search for many redun-
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dant or unsuitable information, which is known as Information Overload prob-
lem [1] [2] [3]. With the explosive growth of data on the Internet, the informa-
tion overload problem is increasing. Compared with computers, the human 
brain’s ability to process information is extremely limited, so how to filter the 
huge amount of data and quickly get the information they need has become an 
urgent need for Web users, and then the recommender systems [4] [5] have 
emerged. In the recommender systems, a series of technical analysis and com-
putation methods were used to recommend items of interest to users based on 
information about the response between the user and the item [6] [7]. In daily 
life, the shadow of recommendation system can be seen everywhere, such as mu-
sic recommendation in music platform, movie recommendation in movie plat-
form, item recommendation in shopping platform, attraction recommendation 
in travel platform, and so on. 

Since Resnick and Varian proposed recommendation systems in 1997 [8], there 
has been a frenzy of scientific research on recommender systems. At present, Col-
laborative Filtering (CF) algorithm, GRM algorithm and NBI algorithm are the 
typical recommendation algorithms [9]. After a paper on collaborative filtering 
algorithm was published by Amazon in 2003 [10], the CF algorithm has been 
known and widely used and become one of the most popular typical recom-
mendation algorithms. In CF algorithm, the information about the behavior of 
user is used to analyze the correlation between users or items and thus obtain the 
interest of the target user. The GRM algorithm was a global sorting algorithm 
whose main idea is to sort items in descending order of popularity and recom-
mend the top-ranked items to the target users. The NBI algorithm was proposed 
by Zhou [9] in 2007, which is based on the idea of resource allocation to quanti-
tatively calculate the similarity of users in order to predict the items preferred by 
the target users. 

Traditional recommendation algorithms are constrained by problems such as 
cold start [11] and data sparsity [12], which make them difficult to obtain desir-
able results in practical applications. In a few years, scholars have investigated 
around the problem of how to improve the recommendation accuracy, and many 
methods to improve and extend the classical algorithm have been proposed. One 
class of methods is the recommendation algorithm proposed based on the net-
work structure perspective. Based on the behavioral influence of e-reading groups, 
a collaborative filtering recommendation algorithm was proposed by Liu et al., 
which can effectively alleviate the sparsity problem and improve the recommen-
dation quality of the recommendation system [13]. A recommendation algo-
rithm based on deep neural networks was proposed by Bi et al., which can be a 
solution to handle the data sparsity issues and cold start issues. Bi et al. used 
deep neural network to build a regression model to predict user ratings and give 
recommendation lists [14]. Tian et al. established a multi-subnet complex com-
plex network (MSCCN) with multi-user relationships and proposed an intelli-
gent recommendation algorithm based on user-item bipartite graph and quality 
diffusion (MD) algorithm, which effectively improved the accuracy of the rec-
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ommendation system [15]. To improve the efficiency and diversity of the re-
commender system, Cui et al. proposed a new multi-objective evolutionary algo-
rithm (PMOEA), and the PMOEA achieves a good balance between accuracy 
and diversity [16]. To solve the data sparsity problem, Liu et al. proposed a algo-
rithm that is based on personal trust and item similarity [17]. Liu projected the 
bipartite network into a single mode network and proposed an e-commerce 
recommendation algorithm [18]. Another is the recommendation algorithm pro-
posed by analyzing the characteristics of users and the links among users. Zhang 
et al. presented a recommendation algorithm based on labeling network [19]. 
They divided users’ ratings of items into positive and negative to recommend 
items of interest to the target users. Li et al. combined the ideas of social net-
works and collaborative filtering to propose a collaborative filtering algorithm 
based on community detection [20]. Li et al. based on a new community detec-
tion algorithm to mine the user-item network for inter-user social relationship 
and select a part of user community as the set of neighbor candidates as users, 
which effectively improves the efficiency of the recommendation system. Chen 
et al. proposed a recommendation algorithm based on optimized user similarity 
[21], which is increased to the conventional cosine similarity with a balancing 
factor to classify the scale differences in item ratings by different users. To solve 
the problems of data sparsity, cold start, and scalability in recommender systems, 
Duan et al. took into account the varying levels of user trust in their study of the 
effect of trust relationships on user feature vectors. They then presented a rec-
ommendation algorithm that integrates the dual effects of trust relationships and 
expert users (ETBRec) [22]. 

Only the high rating information is utilized by the current recommendation 
algorithms on rating systems utilize, however, the low rating information is ig-
nored. In a 1 - 5 rating system, most of the high ratings of only 3 - 5 are used as 
valid information, while information on ratings of 1 - 2 is not considered. This 
will lose some of the intrinsic information implied by the scoring data and may 
have an impact on the performance of the recommender system. An algorithm 
(UNP algorithm) for personalized recommendations is suggested on rating sys-
tems in this paper. The UNP algorithm is designed by fully mining user rating 
information based on the establishment of a user interest association network 
combined with the idea of collaborative filtering. Due to the fact that every user 
rating on items has been used, the similarity of interests among users is fully re-
flected, thus effectively improving the recommendation effect. The experimental 
results on Movielens and Netflix datasets demonstrate that the accuracy of UNP 
algorithm is greatly improved compared with CF algorithm, GRM algorithm and 
NBI algorithm, in which the best accuracy improvement rate reaches 71.83%. 

The structure of this paper is as follows. Section 2 briefly introduces the foun-
dation of bipartite networks. In Section 3, the UNP algorithm in this paper is in-
troduced in detail, and its specific algorithmic steps are given. In Section 4, the 
experimental comparison results of UNP algorithm with CF algorithm, GRM 
algorithm and NBI algorithm are presented. Finally, conclusions are discussed in 
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Section 5. 

2. Preliminaries 

In general, a bipartite network [23] can be used to depict the connection be-
tween users and items in recommender systems. For a bipartite network ( ),G E V , 
where u oV V V= ∪ , the uV  and oV  are respectively the set of two disjoint nodes 
in G. E is the set of connected edges between uV  and oV . Assume that the 
recommendation system has n users that constitute the uV , which is denoted as 

( )1,2, ,u iV u i n= = � , and m items that constitute the oV , denoted as  
( )1,2, ,o jV o j m= = � . Subsequently, the matrix A can express the bipartite 

network G.  
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where 1ija =  or 0 ( 1,2, ,i n= � , 1,2, ,j m= � ). 1ija = , which means iu  has 
selected jo , otherwise 0ija = . 

In a rating system, it is assumed that the iu ’s rating of the jo  is denoted as 
r
ija , the ratings of m items by n users can be used as a rating matrix rA .  
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In recommendation algorithms, it is generally necessary to measure the simi-
larity of interests among users, and different recommendation algorithms con-
sider different metrics from various perspectives. In this paper, the Euclidean 
Distance is used to establish a user interest association network ( ),u u uG E V , 
where uV  is the set of users in the bipartite network uG , and uE  is the set of 
edges in uG , which represents the relevance of interests between users. The uG  
can be represented by the matrix uB .  
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where 1ijb =  or 0 ( , 1, 2, ,i j n= � ). if there is a strong correlation of interest 
between the iu  and ju , then 1ijb = , otherwise 0ijb = . 

There is an example in Figure 1. Figure 1(a) shows a user-item bipartite 
network with the values on its edges being the user’s ratings of the items, then 
we can obtain the corresponding rating matrix ( rA ) of the network (As shown 
in Figure 1(b)) and the matrix representation of the network (As shown in Fig-
ure 1(c)). 
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Figure 1. An example of bipartite network G, (a) user-item bipartite network; (b) scoring matrix rA ; (c) the 
matrix of bipartite network. 

3. UNP Algorithm 

In general, the connection between users and items is regarded as a bipartite 
network in the recommendation system. In this paper, a user interest correlation 
network is added to the bipartite network of users and items, and then the in-
formation of these two networks is combined to explore the information of 
items of interest to the target users, so as to realize personalized recommenda-
tion for the users. The UNP algorithm mainly targets the rating system to per-
form personalized recommendation. In the UNP algorithm, the Euclidean Dis-
tance between users is employed to analyze the similarity of users. By setting a 
filtering condition, the strong correlation information between users’ interests is 
obtained, for which a user interest association network is constructed. Based on 
the information of the user interest association network and the idea of com-
bining collaborative filtering, the behavior records of users with the same inter-
est as the target user are analyzed in the network to predict the items that are 
most probably to be enjoyed by the user, so as to achieve personalized recom-
mendation. Figure 2 displays the UNP algorithm’s flowchart, and the UNP al-
gorithm’s precise steps are as follows. 

Step 1: Calculate Euclidean Distance 
In the rating system, the rating information of users on items is relatively easy 

to obtain. Under the assumption that users are rational, the rating information 
can accurately reflect the users’ liking of the selected items, and therefore the 
rating information is used very frequently. The Euclidean distance between users 
will be calculated by the rating information of users on items, with a larger dis-
tance indicating a weaker interest correlation between users and vice versa. The 
Euclidean distance u

ijs  between user iu  and user ju  is calculated as shown 
below.  

( )2

1
,

m
u r r
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Figure 2. The flow chart of UNP algorithm. 
 
where m is the number of items in the recommender system, r

ila  is an element 
of rA  in Equation (2), and obviously 0u

iis = . 
Step 2: Build user interest association network 
By analyzing the connections between users and items, we can analyze the 

items that target users are interested in more precisely. Therefore, we would like 
to incorporate the user-to-user association information to improve the accuracy 
of the recommender system. In this section, the strength of the connection be-
tween users is measured by the Euclidean distance, and from this, a user interest 
association network is built to express the strength of interest relevance between 
users. 

In Equation (4), a larger u
ijs  implies a wider interest variability between iu  

and ju  and vice versa. The algorithm sets a threshold (α ) to discern the 
strength of interest similarity between two users, which plays a filtering role on 
the interest relevance of two users, and thus establishes a user interest associa-
tion network. Suppose the user interest association network matrix uB , where 
the elements ijb  in matrix uB  are shown as follows.  

1,
,

0,others

u
ij

ij

s
b

α ≤= 


                        (5) 

where the Euclidean Distance u
ijs α≤  between user iu  and user ju  is re-

garded as a strong correlation between the two user interests, corresponding to 
1ijb = , and conversely 0ijb =  indicates that the interests between users are 

weakly correlated (filtered out in the calculation). 
Step 3: Calculating prediction scores 
In the user interest association network, the neighbor nodes of each user are 

the strongly related users with matching interests. Combining the information of 
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the bipartite network, the forecast scores of the users for the unselected items are 
calculated as follows.  

1,

1,

,
n r

li ljl l iu
ij n

lil l i

b a
w

b
= ≠

= ≠

=
∑
∑

                      (6) 

where u
ijw  is the predicted rating of user iu  for the unselected item ( jo ), r

lja  
is the element of the rating matrix rA  in Equation (2), and lib  is the element 
of the matrix uB  in Equation (3). 

Step 4: Give the recommendation list 
The predicted ratings of all the unselected items of iu  are listed with des-

cending order, and the top L items will be constituted into the recommendation 
list of iu  and recommended to iu . The concrete implementation of the UNP 
algorithm is shown in Algorithm 1. 

4. Experimental Results and Analysis 

For the purpose of measuring the effectiveness of the UNP algorithm, two bench-
mark datasets Movielens and Netflix were used for testing experiments. The CF 
algorithm, GRM algorithm and NBI algorithm are also applied to compare the 
effects. 

4.1. Experimental Dataset 

There are 100,000 ratings (the score of 1 - 5), 943 users and 1682 movies on the 
MovieLens dataset. The Netflix dataset contains 197,248 ratings (the score of 1 - 
5), 3000 users and 2779 movies. In general, the dataset is randomly divided into 
two components (training set and test set) with a ratio of 9:1. More detailed in-
formation about the datasets is given in Table 1. 
 

 
Algorithm 1. UNP algorithm. 
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Table 1. The detailed information of datasets. 

Dataset n m Rating Sparsity 

Movielens 943 1682 100,000 0.9370 

Netflix 3000 2779 197,248 0.9763 

 
In Table 1, n, m, Rating and Sparsity represent the number of users, the 

number of movies, the number of ratings and sparsity respectively. 

4.2. Evaluation Metrics 

In general, the actual effectiveness of an algorithm needs to be measured by 
some evaluation metrics. The commonly used evaluation metrics for the accu-
racy of recommendation algorithms are ranking accuracy, hit rate and recall 
rate. 

1) Sorting accuracy  

,ij
ij

l
r

L
=                             (7) 

where ir  is the sorting accuracy of jo  in the test set, il  is the ranking of jo  
in the recommendation list, and L is the recommendation list’s length. The r  
is defined as the average ranking accuracy of all users in the recommender sys-
tem.  

1 ,
M

ii r
r

M
== ∑                           (8) 

2) Hit rate  

( ) ( ) ( )
,i i

i

u T u
p u

L
Γ ∩

=                      (9) 

where ( )ip u  is the hit rate of iu , ( )iuΓ  is the set of items in the recom-
mendation list of iu , ( )iT u  is the set of items in the test set of iu , and L is 
the length of the recommendation list. The p  is defined as the average hit 
rates.  

( )1 .
n

ii p u
p

n
== ∑                        (10) 

3) Recall rate  

( )
( ) ( )

( )
,i i

i
i

u T u
Recall u

T u

Γ ∩
=                  (11) 

where ( )iRecall u  is the recall of iu  and ( )iT u  denotes the set of items in 
the test set. The ( Recall ) is defined as the average recall rates.  

( )1 .i
n

iRecall u
Recall

n
== ∑                    (12) 
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4.3. Determining the α 

In this section, the α (the threshold value of user interest relevance) will be ad-
dressed how to get and the results of the experiments are displayed in Figure 3 
and Figure 4. 

Figure 3 and Figure 4 show the Euclidean Distance plots between users in 
Netflix and movie, respectively. In Figure 3, the black curve is the actual Eucli-
dean Distance, and the red straight line is the average Euclidean Distance of all 
 

 

Figure 3. Euclidean distance of users on the Netflix. 
 

 

Figure 4. Euclidean distance of users on the Movielens. 
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data in Netflix. From Figure 3, we can see that the red straight line is in the 
middle of the black curve, and the ratio of the black curve image below the red 
straight line to the whole black curve image is 0.5859, which is greater than 0.5 
after several random independent repetitions of the experiment, so the threshold 
α in the Netflix dataset is 35.9513. 

Similar to Figure 3, the corresponding threshold α in the Movielens dataset is 
44.7746. Meanwhile, the analysis from Figure 3 and Figure 4 show that in con-
structing the user interest association network it is reasonable to select the thre-
shold as its corresponding average Euclidean Distance. 

4.4. Compare the Accuracy of the Algorithms 

In this part, the hit rate, recall and ranking accuracy of UNP algorithm, CF algo-
rithm, GRM algorithm and NBI algorithm are calculated in the experiment and 
the results are compared. 

1) Hit rate 
In recommendation algorithm, the higher hit rate means the higher recom-

mendation performance and the final experimental results are shown in Figure 
5. 

Figure 5(a) shows the graphs of the average hit rate of the four algorithms 
(UNP, CF, GRM, and NBI algorithms) on the Netflix dataset, and Figure 5(b) 
shows the graphs of the average hit rate on the Movielens dataset, where the ho-
rizontal coordinates of the two graphs are the length of L. From Figure 5(a) and 
Figure 5(b), we can see that the NBI algorithm has the highest hit rate on both 
datasets, and the UNP algorithm has a higher hit rate than the NBI algorithm. 
The hit rate of GRM algorithm is the highest on both data sets, and the hit rate 
of UNP algorithm is higher than that of GRM algorithm. 

2) Recall rate 
The same with Hit rate, a higher recall also means a higher recommendation 

precision and the final experimental results obtained are shown in Figure 6. 
Figure 6(a) presents the graphs of the average recall rate of the four algo-

rithms (UNP, CF, GRM, and NBI algorithms) on Netflix, and Figure 6(b) 
presents the graphs of the average recall rate of the four algorithms on the Mo-
vielens, where the horizontal coordinates of the two graphs are the length of the 
recommendation list L. From Figure 6(a) and Figure 6(b), we can see that the 
recall of UNP algorithm is higher than GRM algorithm on Netflix dataset. 

3) Sorting accuracy 
The sorting accuracy is calculated by Equations (7) and (8), and the results 

obtained are shown in Figure 7, and the average sorting accuracy is shown in 
Table 2. 

Figure 7(a) plots the sorting accuracy of four algorithms (UNP algorithm, CF 
algorithm, GRM algorithm, and NBI algorithm) on the Netflix, and Figure 7(b) 
plots the sorting accuracy of four algorithms on the Movielens. From Figure 7 
and Table 2, we can see that the UNP algorithm is the best among these algo-
rithms. 
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Figure 5. The hit rate of UNP algorithm, CF algorithm, GRM algorithm and NBI algorithm. (a) The hit rate of the Netflix; (b) The 
hit rate of the Movielens. 
 

 

Figure 6. The recall rate of UNP algorithm, CF algorithm, GRM algorithm and NBI algorithm. (a) The recall rate of the Netflix; 
(b) The recall rate of the Movielens. 
 

 

Figure 7. The sorting accuracy of UNP algorithm, CF algorithm, GRM algorithm and NBI algorithm. (a) The sorting accuracy of 
the Netflix; (b) The sorting accuracy of the Movielens. 
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Table 2. The average sorting accuracy. 

Dataset Movielens Netflix 

UNP 0.0606 0.0258 

CF 0.1315 (↑ 53.9%) 0.0739 (↑ 65.1%) 

GRM 0.2151 (↑ 71.8%) 0.0739 (↑ 65.1%) 

NBI 0.1174 (↑ 48.4%) 0.0651 (↑ 60.4%) 

5. Conclusion 

In this paper, we propose the UNP algorithm with higher accuracy for rating 
systems. Compared with previous related algorithms, UNP algorithm has two 
advantages. On the one hand, the UNP algorithm makes use of all the rating da-
ta, and the information implied by the rating data is more fully explored. On the 
other hand, the UNP algorithm is a correlation network of users’ interests based 
on the rating distance between users, and the similarity of users’ interests can be 
more objectively reflected by the obtained network, thus better recommendation 
results can be obtained. The experimental results on the Netflix and Movielens 
show that the UNP algorithm has the best recommendation effect in terms of the 
algorithm’s ranking accuracy, and its recommendation effect is up to 73.43% 
higher than the GRM algorithm. Therefore, compared with the CF algorithm, 
GRM algorithm, and NBI algorithm, the UNP algorithm achieved better rec-
ommendation precision. In future research work, a correlation network of items’ 
similarity based on the rating distance will be considered, and other methods 
will be used to calculate the similarity of users and the similarity of items. 
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