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Abstract 
Recently an algorithm that acts the variational principle directly to a cohe-
rent-pair condensate (VDPC) has been proposed. This algorithm can avoid 
time-consuming projection while maintaining particle number conservation. 
Quickly computation of many-pair density matrix (MPDM) is one of the keys 
to improve the computational efficiency of VDPC algorithm. In this work, we 
propose a scheme that limits the energy range of block particles to the vicinity 
of the Fermi surface, which reduces the time complexity of computing the 
MPDM without losing physical details. The results show that by appropriate-
ly limiting the energy range, we can greatly reduce the number of matrix ele-
ments that need to be computed, and reducing the time required for the com-
putation. 
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1. Introduction 

Mean-field theory is one of the most widely used theories for the nuclear struc-
ture [1]. In order to introduce pairing correlation [2] [3] [4] between nuclei into 
mean-field theory, it is common to introduce quasiparticles, such as Hartree- 
Fock (HF) [5] [6] [7] [8] + Bardeen-Cooper-Schrieffer (BCS) [9] and Hartree- 
Fock-Bogoliubov (HFB) methods [10]. However, the drawback of the BCS and 
HFB methods is that since the BCS (or HFB) state is not an eigenstate of the par-
ticle number operator, they can only guarantee the average particle number con-
servation, but not the exact particle number conservation [4].  

To solve this problem, one needs to project many-body states onto good par-
ticle number. [11] depending on the order of projection and variation, there are 
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two ways, projection after variation (PAV) and the variation after projection 
(VAP). PAV has the advantage of restoring the correct particle number [12] and 
being more efficient, but it cannot give the minimum energy. VAP can give the 
optimal energy [13] [14] [15] [16], but the method becomes very time consum-
ing because it requires multiple execution of numerical projection by integration 
[17].  

Recently, [18] and [19] has proposed a method that applies the variational 
principle directly to coherent-pair condensate (VDPC). This method does not 
require performing the time-consuming numerical projection and also main-
tains particle number conservation. The coherent-pair condensate is the result of 
projecting the quasiparticle vacuum onto good particle number [20]. In order to 
efficiently calculate the energy or other observables thereof, an efficient calcula-
tion of the many-body density matrix (MPDM) of the coherent-pair condensate 
is an important part of the process. 

The MPDM is actually equivalent to the reduced density matrix of coherent- 
pair condensate states. The coherent-pair condensate is essentially a many-particle 
wave function that introduces pairwise interactions between particles, and it is 
sometimes referred to as the number projected BCS wavefunction in nuclear and 
condensed matter physics, or the antisymmetrized geminal power (AGP) wave 
function in quantum chemistry. Thus, in addition to describing nucleonic pair-
ings in nuclei, it can be applied to a variety of systems with significant pairing 
interactions, such as bond-breaking processes, transition metal complexes, and 
superconductors. And the efficient calculation of MPDM can help to develop the 
reduced density matrix functional theory (RDMFT) for this class of pairing sys-
tems.  

The purpose of this work is to optimize the computation of the 3-order 
MPDM in the VDPC algorithm. The MPDM can be expressed in the form of 
normalized factor in the block subspace and calculated by the recurrence rela-
tions between the normalized factors [21] [22]. There is a one-to-one corres-
pondence between the MPDM elements and the normalization factors, and the 
two differ by only a coefficient. The number of normalization factors directly de-
pends on the number of its block indices (3 block indices are required in VDPC) 
and the value space of each block index. In general, the space of block index is 
almost unrestricted. However, the vast majority of physical phenomena actually 
occur only in a relatively small range around the Fermi surface. This means that 
restricting the block indicators to the vicinity of the Fermi surface will not have a 
large impact on the calculated values of the energy. 

In this work, we discuss the number of normalization factors that need to be 
computed when the block index of the normalization factors is restricted. Since 
the time complexity of computing each normalization factor is O(1), the total 
number of normalization factors to be computed is the time complexity of the 
entire algorithm. In order to reduce the computational effort while capturing 
most of the physical details, we restrict each of the three block indices of the 
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normalization factors to a different range around the Fermi surface. Then we 
compare our results with the method in [19], the results show that an appropri-
ate selection of the range of block indices can greatly reduce the number of 
normalization factors to be computed, thus reducing the computation time of 
the MPDM. 

The manuscript is organized as follows. In Section 2, we briefly review the 
analytic form of the MDPM and the normalized factors in the block subspace. In 
Section 3 we discuss how to restrict the block metric of the normalized factors 
and the time complexity of computing the MPDM under this restriction. In Sec-
tion 4, we give a brief summary and outlook of the work. 

2. Analytical Expressions 

For an N-pair system containing 2N particles, the ground state wave function 
can be expressed as 

( )†1 0 ,
N

N
N

Pφ
χ

=                        (1) 

where  

( )†0 0
NN

N P Pχ =                        (2) 

is the normalization factor, and 0  is vacuum state. The coherent pair-creation 
operator is  

† †

1
,

M

p p
p

P Pη
=

= ∑                           (3) 

where  
† † †
p p pP c c=                             (4) 

is the pair creation operator that generates a pair particles on p and p  orbitals. 
And pη  is the expansion coefficient. 

[21] introduced the many-pair density matrix (MPDM) [ ]1 2
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        (5) 

The total number of pair creation operators in the formula is M r+ . We use 

1 2, , , rγ γ γ  to mark those creation and annihilation operators with the same 
subscript. And there will be no identical subscript between 1 2, , , pα α α  and 

1 2, , , qβ β β . Due to the restriction of the Pauli principle, there will be no iden-
tical indicators in 1 2, , , pα α α , otherwise the matrix element will be zero. The 

https://doi.org/10.4236/jamp.2022.107157


J. Li, W. L. Ma 
 

 

DOI: 10.4236/jamp.2022.107157 2306 Journal of Applied Mathematics and Physics 
 

same is true for 1 2, , , qβ β β  and 1 2, , , rγ γ γ . The result is that there will be 
no identical indicator in 1 2 1 2 1 2, , , , , , , , , , ,p q rα α α β β β γ γ γ   . 

The definition of [ ]1 2 r
N
γ γ γχ   is as follows,  

[ ] ( ) ( )1 2
1 2 1 2

† † † †0 0 .r
r r

NN
N P P P P P P P Pγ γ γ

γ γ γ γ γ γχ =

           (6) 

Because of the operation of Pγ  and †Pγ , γ  orbits are inactive in the whole 
system, and we call these orbits block orbits. Thus we can interpret Equation (5) 
as the amplitude in the block subspace [ ]{ }1 2 rγ γ γ , and Equation (6) is called 
the normalization factor in this subspace. 

[18] states that the normalization factor can be calculated quickly by the fol-
lowing recurrence relation,  

( ) [ ]2
1,N NN α

α
α

χ η χ −= ∑                         (7) 

[ ] ( ) [ ]2
1.N N NNα α

αχ χ η χ −− =                       (8) 

By using the initial value [ ] 1
0
αχ = , we can derive 1χ  with Equation (7), and 

then we can derive [ ]
1
αχ  with Equation (8). Repeating the above iterations we 

can obtain 1 Nχ χ  and [ ] [ ]
1 N
α αχ χ . 

The above two equations can be written in the [ ]β  subspace as  
[ ] ( ) [ ]2
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α β
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= ∑                       (9) 
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And using Equation (10), it is easy to derive  
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Similarly, in the [ ]βγ  subspace, we can also write a decomposition formula 
like the above equation. The difference is that in the [ ]βγ  subspace, we can 
have various ways to construct [ ]

N
αβγχ , as follows  
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In the general case, these three decompositions are equivalent. 
With all [ ]

N
αχ , we can construct each [ ]

N
αβχ  in ( )1O  time complexity using 

Equation (11), and then construct each [ ]
N
αβγχ  in ( )1O  time complexity using 

Equation (12). In order to make the computation efficient even in a fairly large 
orbit space, we would like to perform further optimization of the above method. 
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3. Restricted Orbit 

In order to calculate energy and other observables more quickly, efficient calcu-
lation of the MPDM or normalization factor is necessary. To achieve this goal, 
we can restrict the block index of the normalization factor to a small region near 
the Fermi surface. This is because most of the physically meaningful behavior 
occurs near the Fermi surface, while the region far from the Fermi surface has 
little particle activity. But in order to preserve as much physical detail and possi-
bility as possible (even if only qualitatively), we do not want to restrict all the or-
bits to a very small region. 

Therefore we can choose to restrict each of the three block indices to different 
ranges around the Fermi surface. Specifically, we can consider restricting the 
values of ,α β , and γ  to the sets 1Ω , 2Ω , and 3Ω , respectively. The num-
ber of orbitals contained in 1Ω , 2Ω , 3Ω  are 1M , 2M , 3M , respectively, 
and these orbitals are numbered 11 ~ M , 21 ~ M  and 31 ~ M . Where 1Ω , and 

2Ω  have orbitals whose energies are restricted to some energy range centered 
on the Fermi surface, while 3Ω = Ω  denotes the set of orbitals contained in the 
full single-particle orbit space. And 1 2 3, ,Ω Ω Ω  satisfy condition  

1 2 3 .Ω ⊂ Ω ⊂ Ω = Ω                        (13) 

Therefore the number of orbits satisfies  

1 2 3.M M M< <                         (14) 

Such a restriction method can greatly reduce the number of normalization 
factor that need to be computed, while the computation using these normaliza-
tion factors can minimize the loss of physical details. And in the case of that re-
striction method, we would like to discuss exactly how much the number of 
computations is reduced. 

Note here that since the normalized factor χ  are symmetric with respect to 
the arrangement of the superscripts, for convenience we assume in the subse-
quent discussion that , ,α β γ  satisfy α β γ< < . 

We first discuss the number of second-order normalization factor [ ]
N
αβχ  that 

need to be computed to constitute all third-order normalization factor [ ]
N
αβγχ . In 

the case where the range of values of the orbit is restricted, the number of [ ]
N
αβχ  

that need to be computed also depend on the way [ ]
N
αβγχ  are decomposed. 

Specifically, since superscript of [ ]
N
αβχ , [ ]

N
βγχ  and [ ]

N
αγχ  in Equation (12) are 

restricted to the direct product 1 2Ω Ω , 2 3Ω Ω  and 1 3Ω Ω , and  

1 2 1 3 2 3Ω Ω ⊂ Ω Ω ⊂ Ω Ω , so that the second-order normalization factors required 
for the three decomposition methods in Equation (12) are restricted to 2 3Ω Ω , 

2 3Ω Ω  and 1 3Ω Ω , respectively. Obviously, the third decomposition method 
only requires the least number of second-order χ  to be computed. Assuming 
that there are 1M  orbits in 1Ω , 2M  orbits in 2Ω , and the number of orbits 

3M  in 3Ω  is equal to the number of orbits M in the full space, the number of 
second-order χ  to be computed is  
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3 3 1 .
2 2

M M M−   
−   

   
                       (15) 

The first term indicates the number of second-order normalization factors 
that do not impose restrictions on the range of values of the orbits. The second 
term denotes the elimination of all terms with 1α ∉Ω . Thus all the remaining 
terms satisfy 1α ∈Ω  and 3γ ∈Ω . 

Next we discuss the number of third-order normalized factors [ ]
N
αβγχ . 

Before giving a specific form for the number of [ ]
N
αβγχ  to be computed, we 

first need to decide how we are going to pick the normalization factors with re-
stricted orbits from those with unrestricted orbits. In principle, the results are 
equivalent using any of the picking methods. But the appropriate method can 
give some formal convenience to the results. Our picking method is clearly 
shown in the Figure 1. The reason for choosing this method is that it allows the 
form of the results to merge better with Equation (15) in the summation. 

Following the classification shown in Figure 1, we can directly write that the 
number of [ ]

N
αβγχ  to be calculated under the restriction is  

 

 

Figure 1. The method of selecting the normalization factors [ ]
N
αβγχ  that 

satisfy 1α ∈Ω , 2β ∈Ω , and 3γ ∈Ω  from among all possible norma- 
lization factors. Note that the preset α β γ< < . We divide all possible 
terms into three regions: the terms in region 1 satisfy 1α ∈Ω , 2β ∈Ω , 
and 3γ ∈Ω ; the terms in region 2 satisfy 1α ∈Ω , 2β ∉Ω ; and the terms 
in region 3 satisfy 1α ∉Ω . 
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3 3 1 1 3 2 .
3 3 1 2

M M M M M M− −      
− −      

      
              (16) 

The first term in the formula denotes the number of [ ]
N
αβγχ  without restric-

tions. The second term indicates the exclusion of all terms where 1α ∉Ω  (re-
gion 3 in Figure 1. , ,α β γ  are all in 3 1Ω −Ω ). The third term indicates the ex-
clusion of all terms where 1α ∈Ω  and 2β ∉Ω  (region 2 in Figure 1. β , γ  
are in 3 2Ω −Ω ). Thus all remaining terms satisfy the condition 1α ∈Ω ,  

2β ∈Ω , and 3γ ∈Ω . 
Recall that when calculating the third-order normalized coefficients using Equa-

tions (11) and (12), the time complexity of each term is ( )1O . This means that 
the computer’s calculation time is proportional to the number of computations. 
Therefore we can use the ratio of the number of computations required before 
and after imposing the restriction as a reference for the total computation time. 

Combining Equations (15) and (16) easily knows that when we restrict the 
values of the block orbits, the number of computations is  

3 3 1 1 3 21 1
,

3 3 1 2
M M M M M M+ − + −      

− −      
      

             (17) 

and when the value of block orbits are not restricted, the number of computa-
tions is  

3 1
.

3
M + 
 
 

                           (18) 

Note that this number is also the number of normalization factors that need to 
be calculated in [19]. 

Figure 2 shows the ratio of Equation (17) to Equation (18) for different values 
of 1M  and 2M . The results show that an appropriate range of 1M  and 2M   
 

 
Figure 2. The ratio of the number of normalization 
coefficients before and after restricting the range 
of orbit taking. 3 500M = . The values of 2M  are 
taken as 200, 300, 400. The values of 1M  is taken 
at intervals of 20 in the range 1 to 2 19M − . 
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Figure 3. Mean of calculation times of normalization 
factors when the values of the block indices are restricted. 
The range of values of α , β  and γ  is ( )31 ~ 2M i− , 

( )31 ~ M i−  and 31 ~ M , respectively. The black line is 

constant c multiplied by the Equation (17), where  
61.86 10c −= ×  is obtained by least square fitting. 

 

values can greatly reduce the computation cost. Taking 2 300M =  and  

1 141M =  as an example, the number of normalization factors is reduced by 
about 50%. Correspondingly, the total computation time should also be reduced 
by half due to the positive relationship between the total computation time and 
the number of normalization coefficients. 

In Figure 3 we show the actual calculation time of the code when the values of 
the block indices are restricted, and then we fit the results using Equation (17). 
Every point in the plot is the mean of 10 calculations, and the black line denotes 
Equation (17) multiplied by a constant c, with c derived from by least squares 
fitting. The three block indices take values in the ranges ( )31 ~ 2M i− ,  

( )31 ~ M i− , and 31 ~ M , respectively. i is taken from 10 to 50 with an interval 
of 5. The result shows that Equation (17) can well describe the variation of the 
computation time with the value range of the block indices. 

4. Conclusions 

In most independent particle models, the calculation of the reduced density ma-
trix is a crucial step. However, in some models that include pairwise interac-
tions, such as the number projected BCS method, instead of calculating the re-
duced density matrix, the calculation of the MPDM is performed. The calcula-
tion of MPDM is almost the most time-consuming part in large-scale computa-
tions, so efficient calculation of MPDM is very important for the development of 
this class of pairwise models.  

Since the vast majority of physical processes occur near the Fermi surface. The 
many-body states far from the Fermi surface, due to their small probability am-
plitude, have little impact on the energy. Therefore, in many cases, the matrix 
elements in MPDM of states far away from the Fermi surface are not necessary 
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for the calculation of the energy. Moreover, in the calculation of some physical 
quantities, only a few matrix elements are needed. In this work, we want to re-
duce the computational effort by excluding those states far from the Fermi sur-
face during the calculation. This goal can be accomplished by limiting the index 
of the normalization factor in the block subspace corresponding to the MPDM. 
In addition, if only a few matrix elements in MPDM are needed in some calcula-
tions, one can quickly derive these matrix elements by selecting a suitable re-
stricted range. 

We discussed which second-order and third-order normalization factors are 
needed to be computed in the case where the value range of the block indices is 
restricted, and we discuss the number of these normalization factors. This num-
ber directly reflects the time complexity of the computation. The results show 
that limiting the value range of the block indices can greatly reduce the number 
of normalization factors to be computed. In the next work, we would like to 
discuss the effect of different restrictions on the energy in order to find a balance 
between energy accuracy and time complexity. 
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