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Abstract 
A multi-state dependent model is proposed for integrated pest management, 
which adopts different control methods at different thresholds. The sufficient 
conditions for the existence of order one periodic solution to the system are 
obtained by using differential equation geometry theory and successor func-
tion. Furthermore, we have discussed the existence of order-k (k ≥ 2) periodic 
solution by using series convergence. Besides we have proved the order one 
periodic solution is orbitally asymptotically stable under certain conditions 
with analogue of the Poincare criterion. Finally, numerical simulations are 
given to show the feasibility of our main results. Especially, the proved 
process of the existence of order one periodic solution shows that our method 
used in this paper is easier than the existing methods. 
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1. Introduction and Model 

Pest control is very important in agriculture. In pest management, the main 
ways are chemical control (pesticides-spaying) and biological control (releasing 
natural enemies). Usually, chemical control can lead to pest population densities 
reducing very rapidly, but many problems such as environmental pollution, 
pests’ resistance to pesticides etc. are caused if we implement chemical control as 
soon as pests appear. The second way, which controls pests by releasing natural 
enemies, can avoid problems caused by chemical control. Considering the effec-
tiveness of the chemical control and non-pollution of the biological one, Stern 
introduced integrated pest management (IPM) in the late 1950s, which is a com-
bination of biological and chemical tactics that reduce pests to tolerable levels, 
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but it was more widely applied during the 1970s and 1980s. 
In the process of practical application, people usually implement control to re-

duce the number of pest at a fixed time [1] [2] [3]. But this measure has some 
shortcomings, regardless of the growth rules of the pest and the cost of manage-
ment. Another is to implement control measures only when the amount of pests 
reaches a certain threshold size [4] [5] [6]. The latter is more reasonable and suita-
ble in the process of pest management. A few papers have been published based on 
the state feedback control strategy. A pest management epidemic model was pre-
sented with time-delay and stage-structure [7]. Tang and Chen first proposed the 
“Volterra” model with state-dependent and they discussed the existence and stabil-
ity of order one periodic solution [8] [9]. Recently Jiang and Lu et al. also proposed 
pest management model with state pulse and phase structure [10] [11] [12] [13]. 

More and more scholars have paid close attention, and studied impulsive dif-
ferential equation. Impulsive differential equation theory, especially the one in a 
fixed time, has been deeply developed and widely applied in various fields 
through years of research [14] [15] [16]. 

However, much research on population dynamics system with state-dependent 
impulsive control considers single state pulse, but in practice, we often need to use 
different control methods according to different states. On the basis of the above 
analysis, we set up the following predicator-prey system with different control 
methods in different thresholds, that is, when the amount of pest is small, biologi-
cal control is implemented; when the amount is large, combination control is ap-
plied. The main innovations in this paper as follows: 1) The sufficient conditions 
for the existence of order one periodic solution to the defined system are given via 
differential equation geometry theory and successor function, where the method 
presented is intuitive and easy to understand. 2) The existence of order following 
predicator-prey system with different control methods in different thresholds, that 
is, when the amount of pest is small, biological control is implemented; when the 
amount is large, combination control is applied. The main innovations in this pa-
per as follows: 1) The sufficient conditions for the existence of order one periodic 
solution to the defined system are given via differential equation geometry theory 
and successor function, where the method presented is intuitive and easy to un-
derstand. 2) The existence of order-k (k ≥ 2) periodic solution is proved by series 
convergence. Periodic solution is proved by series convergence. 

Consider the following multi-state dependent model described as 
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where ( )x t  and ( )y t  represent respectively the prey and the predator popu-
lation densities at time t, , , ,a b c d  and 1 2,h h  are all positive constants, 1 2h h<  
and 2h  is the economic threshold (ET). δ  is the release amount of predator 
when the amount of the pest reaches the threshold 1h  at time 

1h
t . 

( ) ( )0,1 , 0,1α β∈ ∈  respectively represent the reducing fraction of prey and 
predator, 2h  is economic threshold, and θ  is the release amount of predator. 
More details refer to [8]. 

2. Preliminaries 

For late convenience, we give some useful definitions and lemmas. 
Definition 2.1. A triple ( ), ,X Rπ +  is said to be a semi-dynamical system if X is 

a metric space, R+  is the set of all non-negative real and ( ), :P t X R Xπ +× →  
is a continuous map such that: 

i) ( ),0P Pπ =  for all P X∈ ; 
ii) ( ),P tπ  is continuous for t; 
iii) ( )( ) ( ), ,P t P t sπ π π= +  for all P X∈  and s R+∈ . Sometimes a 

semi-dynamical system ( ), ,X Rπ +  is denoted by ( ),X π . 
Definition 2.2. If 
i) ( ),X π  is a semi-dynamical system; 
ii) M is a nonempty subset of X; 
iii) Function :I M X→  is continuous and for any P M∈ , there exists a 

constant 0ε >  such that for any 0 t ε< < , ( ),P t Mπ ∉ . 
Then, ( ), , ,X M Iπ  is called an impulsive semi-dynamical system. 
Definition 2.3 (semi-continuous dynamic system) Consider state-dependent 

impulsive differential equations 
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 ′ =  ∉ ′ = 

∆ =   ∈∆ = 

              (2.2) 

where the function I is continuous mapping, ( )I M N= , I is called the impulse 
function. ( ),M x y  is called impulsive set, ( ),N x y  stands for the phase set. 

( ),M x y  and ( ),N x y  represent the straight line or curve line on the plane. 
Next we give the following lemma. 
Lemma 2.1. (existence theorem of order one periodic solution [17]) For system 

(1.1), if there exist ,A N B N∈ ∈  satisfying successor functions ( ) ( ) 0A f B < , 
then there exists a point ( )P P N∈  between the points A and B, such that 
( ) 0f P =  (as shown in Figure 1), thus there is an order one periodic solution 

to system (1.1) (The relevant definitions refer to [17]). 

3. Existence of the Periodic Solution 

Before discussing the periodic solution to system (1.1), we first consider model 
(1.1) without impulse effects: 
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( ) ( ) ( )( )
( ) ( ) ( )( )

,

.

x t x t a by t

y t y t cx t d

 ′ = −


′ = −
                   (3.1) 

The vector graph of system (3.1) is shown in Figure 1 & Figure 2. The fol-
lowing results for (3.1) are easily obtained: 

i) two steady states ( )0,0O -saddle point, and ( )* *, ,d aR R x y
c b

  = 
 

-stable 

center; 
ii) a unique closed trajectory through any point in the first quadrant con-

tained inside the point R. 
By the biological background of system (1.1), we only consider  
( ){ }, | 0, 0x y x y= ≥ ≥ . 

Next, we investigate the existence of an order one periodic solution for system 
(1.1). 

 

 
Figure 1. Successor function. 

 

 
Figure 2. Illustration of vector graph of system (3.1). 
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3.1. The Existence of an Order one Periodic Solution to System 
(1.1) 

Denote ( )1 1, | ,0 aM x y x h y
b

 = = ≤ ≤ 
 

, ( ){ }2 2, | , 0M x y x h y= = ≥ ,  

( ) ( )1 1 1, | , a aN I M x y x h y
b b

δ = = = < ≤ + 
 

 and  

( ) ( ) ( ){ }2 2 2, | 1 ,N I M x y x h yα θ= = = − > . Isoclinic lines are denoted respec-

tively by lines ( )1 , | , 0aL x y y x
b

 = = ≥ 
 

 and ( )2 , | , 0dL x y x y
c

 = = ≥ 
 

. 

According to the practical significance, we assume that 1
dh
c

< , ( ) 21 dh
c

α− <  

and ( ) 20 0x h≤ < . 

In the light of value of initial point, we consider the following two cases. 
Case 1. 0 10 x h< ≤ : In this case, according to the vector field of the system (1.1), 

a trajectory with initial point ( )0 0,x y  intersects 1M  at a point ( )11 1, pP h y , and  

intersects 1N  at a point ( )00 1, pP h y+ + , we have 
1 0

,p p
a ay y
b b

+< > , as shown in 

Figure 3(a). Thus pulse occurs at the point 1P , the impulsive function transfers 

the point 1P  into ( )11 1, pP h y δ+ +  and 1P+  must lie on 1N  when a
b

δ ≥ . The 

position of 1P+  has the following three cases: 
Case 1.1. 

1 0P P
y y+ +> , as shown in Figure 3(b). In this case, the successor 

function of 0P+

 is ( )
1 0

0 0
P P

f P y y+ +
+ = − > . On the other hand, the trajectory 

from the point 1P+  intersects 1M  at a point ( )22 1, pP h y , in view of vector field 

and disjointness of any two trajectories, we know 
2 1p p

ay y
b

< < . Suppose the 

point 2P  is subject to impulsive effects to a point ( )22 1, pP h y+ + , where  

 

 

Figure 3. Case for 0 10 x h< ≤ . (a) 
1 0

,p p
a ay y
b b

+< > ; (b) 
1 0P P

y y+ +> ; (c) 
1 0P P

y y+ +< . 
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2 2p py y δ+ = + , and 
2p

ay
b

+ >  when a
b

δ ≥ . Thus we have  

2 2 1 1
p p p P

y y y yδ δ +
+ = + < + = , so the successor function of 1P+  is  

( )
2 1

1 0
P P

f P y y+ +
+ = − < . By Lemma 2.1, there exists an order one periodic solu-

tion for system (1.1), which passes through a point between 0P+  and 1P+  on the 
set 1N . 

Cases 1.2. 
1 0P P

y y+ +< , as shown in Figure 3(c). In this case, the successor 

function of 0P+  is ( )
1 0

0 0
P P

P yf y+ +
+ = − < . And the same time, the trajectory 

from the point 1P+  intersects 1M  at a point ( )22 1, pP h y , in view of vector field 

and disjointness of any two trajectories, we know 
1 2p p

ay y
b

< < . The point 2P  

is subject to impulsive effects to point ( )
2

2 1,
p

P h y +
+ , where 

22
pp

y y δ+ = +  and 

2p

ay
b+ > . So we obtain 

2 12 1
p pp P

y y y yδ δ+ += + > + = , the successor function of 

1P+  is ( )
2 1

1 0
P P

f P y y+ +
+ = − > . Similar to the analysis of Case 1.1, there exists an 

order one periodic solution for system (1.1). 
Cases 1.3. 

1 0P P
y y+ += : In this case, 1P+  coincides with 0P+ , the successor 

function of 0P+  is ( )0 0f P+ = . So there exists an order one periodic solution for 
system (1.1) which just passes through 0P+ . 

Now we summarize the above results as the following theorem. 

Theorem 3.1. If 0 10 x h< ≤  and a
b

δ ≥ , then there exists an order one pe-

riodic solution to the system (1.1). 
Case 2. 1 0 2h x h< < . In this case, in the light of the different positions of the 

set 1M , 2M , 1N , 2N  and 2L , we consider the following four cases. 

Case 2.1. ( )1 2 20 1 dh h h
c

α< < − < < . In this case, we need consider the fol-

lowing two subject cases according to value of 0y : 

Case 2.1.1. 0
ay
b

≤ , as shown in Figure 1 & Figure 4. Suppose a trajectory 

with the initial point ( )0 0,x y  intersects 2M  at a point ( )11 2 , pP h y , and in-

tersects 2N  at a point ( )( )
0

0 21 ,
p

P h yα +
+ − . Thus pulse occurs at the point 1P , the 

impulsive function transfers the point 1P  into ( ) ( )( )11 21 , 1 pP h yα β θ+ − − + . 

Without loss of generality, we assume 
1 0P P

y y+ +> , the successor function of 0P+  

is ( )
1 0

0 0
P P

f P y y+ +
+ = − > . On the other hand, according to the vector field of 

system (1.1) the trajectory from 1P+  must intersects 2M  at a point  

( )22 2 , PP h y , and we have 
2 1p py y<  in view of vector field and disjointness of 

any two trajectories. Since 2P  on the set 2M , the point 2P  is subject to im-

pulsive effects to a point ( )( )22 21 , pP h yα+ +− , where ( )
22

1 pp
y yβ θ+ = − + . Then 
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we obtain ( ) ( )
2 12 1

1 1p pp P
y y y yβ θ β θ+ += − + < − + = , the successor function of 

1P+  is ( )
2 1

1 0
P P

f P y y+ +
+ = − < . By Lemma 2.1, there exists an order one periodic 

solution for system (1.1), which passes through a point between 0P+  and 1P+  
on the set 2N . 

Case 2.1.2. 0
ay
b

> . In this case, denote a trajectory of system (1.1) with the 

initial point ( )0 0,x y  as 1Γ , suppose 1Γ  intersects 1L  at a point A, in the 
light of value of Ax , we consider the following two cases. 

Case 2.1.2.1. 1Ax h< . Suppose 1Γ  intersects 1N  at a point 0P+ , like Case 1, 
we can prove there exists an order one periodic solution for system (1.1) which 
passes through a point on the set 1N . 

Case 2.1.2.2. 1 2Ah x h≤ < , as shown in Figure 4(b). Suppose the first inter-
section between 1Γ  and 2N  is ( )( )00 21 , pP h yα+ +− , and 1Γ  intersects 2M  
at ( )11 2 , pP h y . Like the analysis of Case 2.1.1, there exists an order one periodic 
solution for system (1.1) which passes through a point on the set 2N . 

From above discussion, we can obtain the following theorem. 

Theorem 3.2. Assume that 1 0 2h x h< <  and ( )1 2 20 1 dh h h
c

α< < − < < , 

there exists an order one periodic solution for system (1.1). 

Case 2.2. ( ) 2 1 20 1 dh h h
c

α< − < < < . 

In this case, a trajectory of system (1.1) with initial point ( )0 0,x y  is denoted 
as 2Γ , suppose 2Γ  intersects 1L  at a point B, in the light of value of Bx , we 
consider the following two cases. 

Case 2.2.1. 1Bx h< . 
Like the analysis of Case 2.1.2.1, there exists an order one periodic solution for  

 

 

Figure 4. 1 2Ah x h≤ < . (a) 0
ay
b

≤ ; (b) 0
ay
b

> . 
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system (1.1) which passes through a point on the set 1N , and only biological 
control is implemented. 

Case 2.2.2. 1 2Bh x h≤ < , as shown in Figure 5. 
Suppose 2Γ  intersects 2M  at ( )11 2 , pP h y , thus pulse occurs at the point 

1P , the impulsive function transfers the point 1P  into  
( ) ( )( )11 21 , 1 pP h yα β θ+ − − + . According to the vector field of system (1.1), the 

trajectory from 1P+  must intersect 1M  at a point ( )22 1, PP h y , pulse occurs at 
the point 2P , the impulsive function transfers the point 2P  into ( )

2
2 1,

P
P h y +

+ , 
so in this case there does not exist an order one periodic solution for system 
(1.1). 

From above discussion, the following theorem is obtained. 

Theorem 3.3. Let 1 0 2h x h< <  and ( ) 2 1 20 1 dh h h
c

α< − < < < , if 1Bx h< , 

there exists an order one periodic solution to the system (1.1), if 1 2Bh x h≤ < , 
there does not exist an order one periodic solution of system (1.1). 

Case 2.3. ( )1 2 20 1 dh h h
c

α< < − < < . 

Let Γ  be a closed trajectory of system (3.1) with the initial point ( )0 0,x y , 
Γ  intersects 1L  at two points 1A , 2A , as shown in Figure 6(a). In the light of 
value of 

1Ax  and 
2Ax , we consider the following three cases. 

Case 2.3.1. 
1 1Ax h< . 

Like the analysis of Case 2.1.2.1, there exists an order one periodic solution for 
system (1.1) which passes through a point on the set 1N  and only biological 
control is implemented. 

Case 2.3.2. 
1 21 2A Ah x x h≤ < < . 

In this case, a trajectory with initial point ( )0 0,x y  will stay in Γ , therefore  
 

 
Figure 5. 1 2Bh x h≤ < . 
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Figure 6. Case for ( )1 2 20 1 dh h h
c

α< < − < < . (a) Γ  intersects 1L  at two points 1 2,A A ; (b) 
11 Ah x≤ , 

2 2Ax h≥ . 

 
there does not exist an order one periodic solution for system (1.1) and we need 
not control. 

Case 2.3.3. 
11 Ah x≤ , 

2 2Ax h≥ , as shown in Figure 6(b). 
Suppose Γ  intersects 2M , 2N  at ( )11 2 , pP h y  and ( )( )

0
0 21 ,

p
P h yα +

+ − , 
respectively. Pulse occurs at the point 1P , the impulsive function transfers the 
point 1P  into ( ) ( )( )11 21 , 1 pP h yα β θ+ − − + . Without loss of generality, we as-
sume 

1 0P P
y y+ +> , the successor function of 0P+  is ( )

1 0
0 0

P P
f P y y+ +

+ = − > . On 
the other hand, the trajectory from 1P+  must intersect 2M  at a point 

( )22 2 , PP h y , and we have 
2 1p py y<  in view of vector field and disjointness of 

any two trajectories. Since 2P  on the set 2M , the point 2P  is subject to im-
pulsive effects to a point ( )( )

2
2 21 ,

p
P h yα +

+ − , where ( )
22

1 pp
y yβ θ+ = − + . Then 

we obtain ( ) ( )
2 12 1

1 1p pp P
y y y yβ θ β θ+ += − + < − + = , the successor function of 

1P+  is ( )
2 1

1 0
P P

f P y y+ +
+ = − < . By Lemma 2.1, there exists an order one periodic 

solution for system (1.1), which passes through a point between 0P+  and 1P+  
on the set 2N  and IPM strategy is implemented. 

Summarizing the above results, we obtain the following theorem. 

Theorem 3.4. Assume that 1 0 2h x h< <  and ( )1 2 20 1 dh h h
c

α< < − < < . 

If 
1 1Ax h<  or 

1 21 2,A Ah x x h≤ ≥ , there exists an order one periodic solution 
for system (1.1). 

If 
1 21 2A Ah x x h≤ < < , there does not exist an order one periodic solution for 

system (1.1). 

Case 2.4. ( ) 2 1 20 1 dh h h
c

α< − < < < . 

Suppose a closed trajectory of system (3.1) with the initial point ( )0 0,x y  is 
Γ , which intersects 1L  at two points 1 2,A A . In the light of value of 

1Ax  and 

2Ax , we consider the following three cases: 
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Case 2.4.1. 
1 1Ax h< . 

Like the analysis of Case 2.1.2.1, there exists an order one periodic solution for 
system (1.1) which passes through a point on the set 1N  and only biological 
control is implemented. 

Case 2.4.2. 
1 21 2A Ah x x h≤ < < . 

Like the analysis of Case 2.3.2, a trajectory with initial point ( )0 0,x y  will stay 
in Γ , there does not exist an order one periodic solution to the system (1.1) and 
we need not control. 

Case 2.4.3. 
1 21 2,A Ah x x h≤ ≥ . 

In this case, Γ  intersects 2M  at ( )11 2 , pP h y , thus pulse occurs at the point 

1P , the impulsive function transfers the point 1P  into  

( ) ( )( )11 2 ,1 1 pP h yα β θ+ − − + . According to the vector field of system (1.1), the 
trajectory from 1P+  must intersect 1M  at a point ( )22 1, PP h y , pulse occurs at 
the point 2P , the impulsive function transfers the point 2P  into ( )

2
2 1,

P
P h y +

+ , 
so in this case there does not exist an order one periodic solution for sys-
tem(1.1). 

Summarizing the above results, we obtain the following theorem. 

Theorem 3.5. Assume that 1 0 2h x h< <  and ( ) 2 1 20 1 dh h h
c

α< − < < < . 

If 
1 1Ax h< , there exists an order one periodic solution for system (1.1). 

If 
1 21 2A Ah x x h≤ < <  or 

1 21 2,A Ah x x h≤ ≥ , there does not exist an order one 
periodic solution for system (1.1). 

3.2. The Existence of an Order-k Periodic Solution. 

In the light of value of initial point, we consider the following two cases. 
Case 1. 0 10 x h< ≤ . 
Suppose a trajectory with initial point ( )0 0,x y  intersects 1M  at a point 

( )11 1, pP h y , and intersects 1N  at a point ( )
0

0 1,
p

P h y +
+ , then due to impulsive 

effect, 1P  jumps to ( )
1

1 1,
p

P h y +
+  on the set 1N . The trajectory starting from 

the point 1P+  will intersect 1M  at a point ( )22 1, pP h y , then 2P  jumps to 

( )
2

2 1,
p

P h y +
+  on the set 1N . The trajectory starting from the point 2P+  will 

again intersect 1M  at a point ( )33 1, pP h y  and so on. So we get a sequence 

{ }
1,2,k k

P+

= �
 of the set 1N . 

Case 1.1. If 
0 1p p

y y+ += , then system (1.1) has a positive period-1 solution.  
Case 1.2. If 

0 1p p
y y+ +≠ , without loss of generality, we assume 

1 0P P
y y+ +< . In 

view of vector field and disjointness of any two trajectories, we have 
2 1p py y> , 

then we obtain 
2 12 1

p pp P
y y y yδ δ+ += + > + = . Furthermore, if 

0 2p p
y y+ += , then 

system (1.1) has a positive period-2 solution. 
Case 1.3. If 

0 1 0 2
,p p p py y y y+ + + +≠ ≠ , without loss of generality, we assume  

0 2 1P P P
y y y+ + +> > , by similar method we can obtain similar results about  

1 0 2P P P
y y y+ + +< < , as shown in Figure 7. According to conditions  

0 2 1
,

kk
PP P P P

y y y y y δ+ + + +> > = + , a
b

δ ≥  and disjointness of any two trajectories,  
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Figure 7. 0 10 x h< ≤ . 

 
then we get a sequence { }

1,2,k k
P+

= �
 of the set 1N  satisfying 

1 3 2 1 2 1 2 2 2 2 0k k k kP P P P P P P P
y y y y y y y y+ + + + + + + +

− + −
< < < < < < < < < <� � � , therefore  

there does not exist a period-k solution ( )3k ≥  for system (1.1). 

Case 2. 1 0 2h x h< < , ( )1 2 20 1 dh h h
c

α< < − < < . 

In this case, in view of vector field, a trajectory with the initial point ( )0 0,x y  
must intersect 2M  at a point ( )11 2 , pP h y , and intersect 2N  at a point 

( )( )
0

0 21 ,
p

P h yα +
+ − . Thus pulse occurs at the point 1P , the impulsive function 

transfers the point 1P  into ( ) ( )( )11 21 , 1 pP h yα β θ+ − − + . The trajectory start-
ing from the point 1P+  will intersect 2M  at a point ( )22 2 , pP h y , then 2P  
jumps to ( )

2
2 2 ,

p
P h y +

+  on the set 2N . The trajectory starting from the point 

2P+  will again intersect 2M  at a point ( )33 2 , pP h y  and so on. So we get a se-
quence { }

1,2,k k
P+

= �
 of the set 2N . Like the analysis of Case 1, we have the fol-

lowing cases: 
Case 2.1. If 

0 1p p
y y+ += , then system (1.1) has a positive period-1 solution. 

Case 2.2. If 
0 1p p

y y+ +≠ , without loss of generality, we assume 
1 0P P

y y+ +< . In 
view of vector field and disjointness of any two trajectories, we have 

2 1p py y> , 
then we obtain ( ) ( )

2 12 1
1 1p pp P

y y y yβ θ β θ+ += − + > − + = . Furthermore, if 

0 2p p
y y+ += , then system (1.1) has a positive period-2 solution. 

Case 2.3. If 
0 1 0 2

,
p p p p

y y y y+ + + +≠ ≠ , without loss of generality, we assume  

0 2 1P P P
y y y+ + +> > , by similar method we can obtain similar results about  

1 0 2P P P
y y y+ + +< < , as shown in Figure 1 & Figure 8. According to conditions 

0 2 1P P P
y y y+ + +> > , ( )1

kk
PP

y yβ θ+ = − +  and disjointness of any two trajectories, 
then we get a sequence { }

1,2,k k
P+

= �
 of the set 2N  satisfying  

1 3 2 1 2 1 2 2 2 2 0k k k kP P P P P P P P
y y y y y y y y+ + + + + + + +

− + −
< < < < < < < < < <� � � , therefore there 

does not exist a period-k ( )3k ≥  solution for system (1.1). 
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Figure 8. 1 0 2h x h< < . 

4. Stability of the Order One Periodic Solution 

Theorem 4.1. If 0 10 x h< ≤  and a
b

δ ≥ , then order one periodic solution 

( ) ( )( ),t tξ η  of system (1.1) is orbitally asymptotically stable. 

Proof. Let ( ) ( ),P x y x a by= − , ( ) ( ),Q x y y d cx= − + , ( ) 1,x y x hϕ = − , 
( ), 0A x y = , ( ),B x y δ= , we can calculate 

, , 1, 0, 0, 0, 0.P Q A A B Ba by d cx
x y x y x y x y

ϕ ϕ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
= − = − + = = = = = =

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  
Denote order one periodic solution ( ) ( )( ),t tξ η  of system (1.1) by T, then 

point ( ) ( )( ) ( )1 1, ,T T x yξ η+ + + +=  is phase of point ( ) ( )( ) ( )1 1, ,T T x yξ η = , that 
is 1 1 1x x h+ = = , 1 1y y δ+ = + . 

We can get 

( )

1

1

1

,

B B A AP Q
y x x y x x y y x y

P Q
x y

a by
a b y

ϕ ϕ ϕ ϕ ϕ ϕ

ϕ ϕ

δ

+ +

+

+

   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
− + + − +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   ∆ =

∂ ∂
+

∂ ∂

−
=

− −
 

and 

( ) ( )( ) ( ) ( )( )

( )( ) ( )( )
( ) ( )
( ) ( )

0

0

1

1

, , d

d

ln ln .

T

T

P Qt t t t t
x y

a b t c t d t

T T y
yT T

ξ η ξ η

η ξ

ξ η δ
ξ η

+

++ +

 ∂ ∂
+ ∂ ∂ 

 = − + − 
−

= =

∫

∫
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Therefore 

( ) ( )( ) ( ) ( )( )

( )

2 1 0

1 1

11

exp , , d

1.

T P Qt t t t t
x y

a by y
ya b y

µ ξ η ξ η

δ
δ

+ +

++

  ∂ ∂
= ∆ +  ∂ ∂  

− −
= <

− −

∫

 

By Lemma 2.3 in [17], we can get that the T-periodic solution ( ) ( )( ),t tξ η  
of system (1.1) is asymptotically stable. The proof is completed. 

Theorem 4.2. If 1 0 2h x h< < , ( )1 2 20 1 dh h h
c

α< < − < <  and  

( )( ) ( )
( )

1 2 2

2

1 1
1

y d c h a h
b h

β α β α
θ

α

+ − + − + −
>

−
, then order one periodic solution  

( ) ( )( ),t tξ η  of system (1.1) is orbitally asymptotically stable. 

Proof. Let ( ) ( ),P x y x a by= − , ( ) ( ),Q x y y d cx= − + , ( ) 2,x y x hϕ = − , 

( ),A x y xα= − , ( ),B x y yβ θ= − + . 

We calculate 

, , 1, 0, , 0, 0, .P Q A A B Ba by d cx
x y x y x y x y

ϕ ϕ α β∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
= − = − + = = = − = = = −

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  

Denote order one periodic solution ( ) ( )( ),t tξ η  of system (1.1) by T, then a 
point ( ) ( )( ) ( )1 1, ,T T x yξ η+ + + +=  is phase of a point ( ) ( )( ) ( )1 1, ,T T x yξ η = , 
that is 

( ) ( )1 2 1 2 1 1, 1 , 1 .x h x h y yα β θ+ += = − = − +  

( ) ( )
( )

( ) ( ) ( )( )
( ) ( ) ( )

( )( )

1

1 1 1 1

1 1

2 1 1 2

2 1

1 1
1 1

1 1

B B A AP Q
y x x y x x y y x y

P Q
x y

x a by y d cx

x a by

h a by y d c h

h a b y

ϕ ϕ ϕ ϕ ϕ ϕ

ϕ ϕ

β

α β α
α β

α β θ

+ +

+ + + +

+ +

+

   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
− + + − +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂   ∆ =

∂ ∂
+

∂ ∂

− + − +
=

−

− − + − + −
= − −

 − − − −   

and 

( ) ( )( ) ( ) ( )( )

( )( ) ( )( )
( ) ( )
( ) ( ) ( )( )

0

0

1

1

, , d

d

ln ln .
1 1

T

T

P Qt t t t t
x y

a b t c t d t

T T y
yT T

ξ η ξ η

η ξ

ξ η θ
α βξ η

+

++ +

 ∂ ∂
+ ∂ ∂ 

 = − + − 
−

= =
− −

∫

∫

 

So 
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( ) ( )( ) ( ) ( )( )

( ) ( ) ( )( )
( ) ( ) ( )

2 1 0

2 1 1 2

2 1

exp , , d

1 1
.

1 1

T P Qt t t t t
x y

h a by y d c h

h a b y

µ ξ η ξ η

α β α

α β θ

+ +

+

  ∂ ∂
= ∆ +  ∂ ∂  

− − + − + −
=

 − − − − 

∫

 
From theorem 4.2, we have 2 1µ < . By Lemma 2.3 in [17], we have that the 

T-periodic solution ( ) ( )( ),t tξ η  of system (1.1) is asymptotically stable. The 
proof is completed. 

5. Discussion and Numerical Simulations 

In this paper, we have investigated the existence of order one periodic solution 
to a pest management model with multi-states dependent impulse by using dif-
ferential equation geometry theory and the method of successor functions. Fur-
thermore, we have discussed the existence of order-k (k ≥ 2) periodic solution by 
using series convergence. Finally, we have proved the order one periodic solu-
tion is orbitally asymptotically stable under certain conditions with analogue of 
the Poincare criterion. We also have shown that when the initial value of the pest 
is small, only biological control is taken to make pests and natural enemies in a pe-
riodic equilibrium; when the initial value of the pest is large, IPM control strategy 
is taken to make pests and natural enemies in a periodic equilibrium. 

In order to verify the theoretical results in this paper, we next give the numer-
ical simulations of system (1.1). Let 0.4a = , 0.5b = , 0.3c = , 0.6d = , 

0.9δ = , 1 1h = , 2 1.8h = , 0 0.2x = , 0 0.1y = , we can obtain Figure 9. From 
Figure 9 it can be seen that the conditions of Theorems 3.1 4.1 hold, therefore 
system (1.1) has order one periodic solution and it is asymptotically stable. 

L e t  0.4a = ,  0.5b = ,  0.3c = ,  0.6d = ,  0.9δ = ,  1 0.2h = ,  2 1.8h = , 
0.6α = , 0.3β = , 0.8θ = , 0 0.6x = , 0 0.3y = , we can obtain Figure 10. From  
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Figure 9. The time series and phase diagram for system (1.1) with parameters 0.4a = , 0.5b = , 0.3c = , 

0.6d = , 1 1h = , 0.9δ = , 0 0.5x = , 0 0.6y = . 
 

 
Figure 10. The time series and phase diagram for system (1.1) with parameters 0.4a = , 0.5b = , 

0.3c = , 0.6d = , 1 0.2h = , 2 1.8h = , 0.6α = , 0.3β = , 0.8θ = , 0 0.6x = , 0 0.3y = . 
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Figure 10, it can be seen that the conditions of Theorems 3.2 and 4.2 hold, 
therefore system (1.1) has order one periodic solution and order two periodic 
solution, order one periodic solution is asymptotically stable. 

These results show that the state-dependent impulsive effects contribute sig-
nificantly to the richness of the dynamic models. In the practical process of pest 
management, we can put a monitor on farmland, to observe the state of the pest 
and implement different control methods according to different states. This 
strategy fits with pest management, which saves manpower and protects the en-
vironment as far as possible. Furthermore, it can be seen that it is easier to prove 
the existence of order one periodic solution by successor functions than the ex-
isting research methods. 
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