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Abstract 
In this paper, fixed-time (FXT) synchronization issue of a type of neural net-
works (NNs) with stochastic perturbations is considered. First, we obtained 
some novel sufficient criteria to guarantee the FXT synchronization of consi-
dered networks via introducing two types of controllers and employing some 
inequality techniques. Lastly, our theoretical results are verified via giving two 
numerical examples with their Matlab simulations. 
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1. Introduction 

In the last decades, the various types of neural networks (NNs) including Hop-
field NNs, cellular NNs, convolution NNs, Cohen-Grossberg NNs, BAM NNs 
and so on [1] [2] [3], have been introduced and broadly investigated due to their 
important applications in great number of fields ranging from speech recogni-
tion [4] to image encryption [5], from secure communication [6] to robotic ma-
nipulators [7], etc. As pointed out in [8], stability of NNs is prerequisite in some 
applications. As a result, the stability analysis of NNs has been investigated ex-
tensively by many scholars [2] [3] [8] [9] [10] [11] [12]. Duo to the security rea-
sons or just to improve system performance in many practical applications, it is 
desirable that the systems solution trajectories converge to equilibrium as fast as 
possible [13]. Compared to the classical Lyapunov stability such as asymptotical 
stability or exponential stability, finite-time (FNT) stability allows the solution of 
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an asymptotic system approaches to the equilibrium state after a some bounded 
time ( )0T x  and stays at equilibrium state any time longer than ( )0T x , where 
( )0T x  is called the settling time. Thus, FNT stability and stabilization of NNs 

have been investigated widely in the past two decades [10] [11] [12] [13] [14]. 
One of the important tasks in FNT stability is to estimate the settling time (ST) 
( )0T x , and it is desirable to obtain smaller upper-bound of ( )0T x . However, in 

some cases, it is inconvenient to accurately estimate it due to its heavily depen-
dence to the initial values of the system. So it is to better obtain FNT stability 
with a ST irreverent to initial conditions of the system. This issue was firstly stu-
died by Polyakov [15] via defining a so-called fixed-time (FXT) stability which 
its ST is independent to systems initial conditions. Presently, FXT stability rece-
ives a hot research attention from many scholars since it has awesome applica-
tions in multi-agent systems [16], power systems [17], complex networks [18] 
and so on. 

In addition, the synchronization of chaotic nonlinear system has received 
great attention in the past thirty years due to the fact that synchronization is 
unique in nature and plays a crucial role in many fields including biology, cli-
matology and sociology, etc. [19]. As mentioned in [9], synchronization in neu-
ronal systems can produce a lot of physiological mechanisms of brain functions 
such as attention, learning, memory formation and so on. Thus, to understand 
these brain functions deeply, it is an important task to study synchronization 
behaviors of NNs. For this reason, considerable efforts have been devoted to 
study the synchronization of NNs [5] [6] [20]-[25]. Especially, due to the advan-
tage of faster convergence rate, better robustness and disturbance rejection prop-
erties, FNT and FXT synchronization of various NNs have studied recently. For 
example, in [9], the authors investigated the FXT synchronization of coupled 
discontinuous NNs by introducing new FXT stability results for dynamical sys-
tems. In [11], the authors considered FNT stabilization issue of a class of delayed 
memristive NNs with discontinuous right-hand side by designing two types of 
discontinuous controllers. In [21], the authors concerned the FXT synchroniza-
tion of a class of memristor-based NNs with impulsive effects. In [26], the au-
thors studied the FNT synchronization of a type of complex-valued NNs with 
distributed delays. In [27], the authors studied the FXT synchronization problem 
of a type of quaternion-valued NN with time delays. 

However, it is worthy to note that most of the above mentioned results have 
only considered cases without stochastic perturbations. As depicted in [28], 
noises are frequently encountered in both nature and man-made systems. For 
instance, synaptic transmission in the real nervous systems can be seen as a noi-
sy process which is caused by random fluctuations due to the release of neuro-
transmitters and other probabilistic effects. Besides, for many natural renewable 
energy resources such as wind or solar radiation, their availability is somewhat 
subject to stochastic fluctuations [19]. Therefore, recently many scholars paid 
their attention to study the synchronization of NNs with stochastic perturba-
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tions, and till now there are many excellent results on the complete synchroniza-
tion, lag synchronization, projective synchronization and FNT synchronization 
of stochastic NNs with or without time-delays. But, up to now, there are very few 
results on the FXT synchronization of stochastic NNs. 

Inspired by what mentioned above, in this paper, we considered the FXT 
synchronization of a type of NNs with stochastic perturbations via using some 
improved FXT stability results. The main contributions of this work can be stated 
as follows. 1) Some earlier results on FXT stability of deterministic nonlinear sys-
tems are extended to the stochastic nonlinear systems. 2) Some novel sufficient 
conditions guaranteeing the FXT synchronization of considered stochastic NNs 
are derived via introducing two types of controllers and employing some in-
equality techniques. Lastly, two numerical examples with simulations are pro-
vided to show the feasibility of our theoretical results. 

The rest of the article is structured as follows. In Section 2, some basic assump-
tions together with our new FXT stability lemma are proposed. Our main results 
on FXT synchronization in probability are given in Section 3. Two numerical 
examples are provided in Section 4 and our main conclusions are given in Sec-
tion 5. 

Notations: The notations are quite standard. Throughout this paper, R+  and 
nR  denotes the set of nonnegative real numbers and the n-dimensional Eucli-

dean space, respectively. The superscript T represents the matrix or vector 
transposition. The n n×  identity matrix is denoted as nI . ⋅  is the Euclidean 
norm in nR . N+  denotes the set of positive integers. Moreover,  

{ }( ), , , 0t t
F P FΩ ≥  stands for the complete probability space, where { } 0t t

F ≥  
represents the filtration satisfying the usual conditions [29]. Notation {}E ⋅  
denotes for the operator of mathematical expectation corresponds to the given 
probability measure P. ( )maxλ ⋅  represents the maximum eigenvalue of a real 
symmetric matrix. 

2. Problem Formulation and Preliminaries 

Consider a class of n-dimensional stochastic NNs depicted by the following equ-
ation  

( ) ( ) ( )( ) ( )( ) ( )d d , d ,x t Dx t Ah x t J t t x t tσ ω = − + + +           (1) 

where ( ) ( ) ( ) ( )( )T
1 2, , , nx t x t x t x t=   represents the state vector of the network 

at time t, ( )( ) ( )( ) ( )( ) ( )( )( )T

1 1 2 2, , , n nh x t h x t h x t h x t=   stands for the activa-
tion function of neurons; ( )1 2, , , nD diag d d d=   with 0id >  represents to the 
self-feedback connection weight matrix; ( )ij n n

A a
×

=  represents the connection 
weight matrix between neurons; ( )T

1 2, , , n
nJ J J J R= ∈  denotes neuron in-

put vector; ( ) ( ) ( )( )T
1 , , nt t tω ω ω=   is an n-dimensional Brown motion de-

fined on a complete probability space ( ), ,F PΩ  with a natural filtration 
{ } 0t t

F ≥  generated by ( ) : 0s s tω ≤ ≤ . For more explanations about stochastic 
process, please see the works [19] [22] [29]. 
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The corresponding response system of the drive system (1) is given by  

( ) ( ) ( )( ) ( ) ( )( ) ( )d d , d ,y t Dy t Ah y t J u t t t y t tσ ω = − + + + +        (2) 

where ( ) ( ) ( ) ( )( )T
1 2, , , ny t y t y t y t=   denotes the state vector of the response 

system, ( ) ( ) ( ) ( )( )T
1 2, , , nu t u t u t u t=   is the feedback controller to be intro-

duced. Other parameters ( ), , ,A D J σ ⋅  and ( )ω ⋅  are the same as defined in 
system (1). 

In the paper, we assume that the following assumptions are satisfied for the 
system (1). 

Assumption 1 The neuron activation functions ih  in system (1) satisfy the 
Lipschitz condition. That is, for each i there exists a positive constant iL  such 
that  

( ) ( )
0 , , ,i i n

i

h u h v
L u v R

u v
−

≤ ≤ ∀ ∈
−

 

where 0iL > .  
Assumption 2 For ( )( ),t e tσ , there exists a matrix 0G ≥  with appropriate 

dimensions such that the following inequality holds true  

( )( ) ( )( ) ( ) ( ) ( )T T, , , , .ntrace t e t t e t e t Ge t t e R Rσ σ +  ≤ ∀ ∈ ×   

Now let ( ) ( ) ( )e t y t x t= −  be the synchronization error between drive-response 
systems (1) and (2), then the error dynamical system can be derived as follows:  

( ) ( ) ( )( ) ( ) ( )( ) ( )d d , d ,e t De t Ag e t u t t t e t tσ ω = − + + +         (3) 

where ( )( ) ( )( ) ( )( )g e t h y t h x t= −  and ( )( ) ( )( ) ( )( ), , ,t e t t y t t x tσ σ σ= − . 
Furthermore, to obtain our main results, we give some related properties of 

stochastic perturbation, which can be found in [29]. 
Denote by ( )2,1 ;nC R R R+ +×  the set of all nonnegative functions ( ),V t z  on 
nR R+×  which its first order derivative exist for t and second order derivative 

exist for z. For each ( )2,1 ;nV C R R R+ +∈ × , we define an operator £V  from 
nR R+×  to R given as  

( ) ( ) ( ) ( )( ) ( )( ) ( )( )T1£ , , , , , , ,
2t z zzV z t V z t V z t f t z t trace t z t V t z tσ σ = + +    

where ( ) ( ),
,t

V z t
V z t

t
∂

=
∂

, ( ) ( ) ( )
1

, ,
, , ,z

n

V z t V z t
V z t

z z
∂ ∂ 

=  
∂ ∂ 

 ,  

( )2 ,
xx

i j n n

V z t
V

z z
×

 ∂
=   ∂ ∂ 

. 

Now consider the following general stochastic nonlinear system:  

( ) ( )( ) ( )( ) ( ) ( ) 0d d d , 0 ,z t f z t t g z t t z zω= + =             (4) 

where ( ) nz t R∈  is state vector of system, ( ) ( ) ( )( )T
1 , , nt t tω ω ω=   is an 

n-dimensional Brown motion defined on a complete probability space 
( ), ,F PΩ . ( ) : n nf R R⋅ →  and ( ) : n n mg R R ×⋅ →  are nonlinear vector-valued 
continuous functions and they satisfy the condition ( ) ( )0 0 0f g= = . 
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For convenience, we denote by ( ) ( )0,z t z t z=  the solution of stochastic 
nonlinear system (4) satisfy the initial value ( ) 00z z= . Also, in order to get our 
main results in this part, we state here some needed definitions and lemmas as 
follows. 

Definition 1 (FXT stable in probability [30]). The zero solution of stochastic 
system (4) is called to be FNT stable in probability, if the following conditions 
hold true. 

1) FNT attractiveness in probability. That is, for any initial conditions 
( )0 0 nz R≠ ∈ , the equation ( ){ }0 , 1Pro T z ω < ∞ =  is satisfied, where ( )0 ,T z ω  

is ST function defined as ( ) ( ){ }0 0, inf 0 | , 0,T z T z t z t Tω > = ≥ ; 
2) Stability in probability: For every pair of scalers 0 1µ< <  and 0r > , 

there exists a positive constant ( ), 0rµ∆ = ∆ >  such that  
( ){ }0, 1Pro z t z µ≤ ∆ ≥ − . 

Definition 2 (FXT stable in probability [30]). The zero solution 0z =  of 
system (4) is said to be globally FXT stable in probability, if the following state-
ments are satisfied for all the initial states 0

nz R∈ . 
1) The zero solution 0z =  is globally stochastically FNT stable in probabili-

ty. 
2) Mathematical expectation of ST function ( )0 ,T z ω  is independent on the 

initial state 0z  of (4) and its upper bound is bounded by a positive constant 

maxT . That is, ( )( )0 max,E T z Tω ≤  for all 0
nz R∈ . 

Now, we introduce the following lemmas about FXT stability. 
Lemma 1 [30]. Assume that ( ) : nV z R R+→  is a positive definite Lyapunov 

function, ( )r v  is a continuous function and it belongs to set 0
MV , where 0

MV  
denotes set of the bounded functions which is defined be  

( ) ( ) ( )0
0

1| d and 0 ,MV r z z M r z
r z

∞  ′= ≤ ≥ 
  

∫  

where M is positive constant. If the following inequality is satisfied for all 
( ) ( )0 0, , nz t z t z z R= ∈   

( ) ( )( )£ ,V z r V z≤ −                       (5) 

then the zero solution 0z =  of system (4) is globally stochastically FXT stable 
in probability and the its ST function ( )0 ,T z ω  can be estimated as 

( )0 ,E T z Mω  ≤  .  
Lemma 2 [20]. For system (4), if there exists a positive definite function 
( ) : nV z R R+→  and positive numbers , , , ,a b c θ δ  satisfying , , 0a b c > , 

0 1θ δ< < <  such that  

( ) ( ) ( ) ( ) ( ) { }£ , \ 0 ,nV z cV z aV z bV z z t Rθ δ≤ − − ∀ ∈         (6) 

then the zero solution of system (4) is globally stochastically FXT stable in 
probability, and its ST ( )0 ,T z ω  can be estimated as  

( ) ( )( ) ( )( )
1

0 max
1 1, .

1 1
E T z T

a c b c
ω

θ δ
  ≤ +  − − − −
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Lemma 3 [31]. Suppose ( ) { }: 0nV R R+⋅ →   is a positive definite function, 
and it satisfies the following conditions. 

1) ( )( ) ( )0 0V z t z t= ⇔ = ; 
2) For any solution ( )z t  of system (4), following inequality hold true  

( )( ) ( )( ) ( )( ) ( )( ) ( ) { }£ , \ 0nV z t cV z t aV z t bV z t z t Rθ δ≤ − − − ∀ ∈    (7) 

for some , 0, 0,0 1a b c θ> > < <  and 1δ > . Then the zero solution of system 
(4) can achieve FXT stability, and its corresponding ST ( )0 ,T z ω  can be esti-
mated by  

( )( ) ( ) ( )
2

0 max
1 1, ln 1 ln 1 .

1 1
c cE T z T

c a c b
ω

θ δ
   ≤ = + + +   − −   

      (8) 

Lemma 4 [23]. Suppose ( ) : nV z R R→  is a C-regular function such that  

( )( ) ( )( ) ( )( ) ( )( ) ( ) { }£ , \ 0 ,nV z t cV z t aV z t bV z t z t Rθ δ≤ − − − ∈     (9) 

where , 0, 0, 1c R a b δ∈ > > > , and 0 1θ< < , then the following results are 
true. 

1) If 0c ≥ , the zero solution of system (4) is FXT stable and its settling-time 
( )0 ,T z ω  is estimated by  

( )( ) ( ) ( )3
0 max, csc ,aE T z T

a b
ω ε

δ θ
 ≤ =  −

π


π


 

where 1 θε
δ θ
−

=
−

. 

2) If { }0 min ,c a b< − < , the zero solution of system (4) is FXT stable and its 
ST ( )0 ,T z ω  is estimated by  

( )( ) ( )
( )

( )
( )

1
4

0 max

csc
, , ,1

csc
,1 , ,

b bE T z T I
b a c a b c

a aI
a b c a b c

ε

ε

ε
ω ε ε

δ θ

ε
ε ε

δ θ

−
   ≤ = −   − − + −   

   + −   − −

π π

−  

π
+ 

π
 

where ( ), ,I z ρ ν  stands for the incomplete beta function ratio for 
0 1, 0z ρ≤ ≤ >  and 0ν > , which is defined by  

( ) ( ) ( ) 11
0

1, , 1 d ,
,

z
I z t t t

B
νρρ ν

ρ ν
−−= −∫  

here ( ),B ρ ν  is the beta function given by  

( ) ( )1 11
0

, 1 d .B t t tνρρ ν −−= −∫  

Lemma 5 [23]. For system (4), assume ( ) : nV z R R→  is a C-regular func-
tion. If there exist constants 0a > , 0b > , 0 2 abβ< < , 1δ >  and 
0 1θ< <  satisfying 2δ θ+ =  such that  

( ) ( ) ( ) ( ) { }£ , \ 0 ,nV z V z aV z bV z z Rθ δβ≤ − − ∈  

the zero solution of system (4) is FXT stable and its ST can be estimated by  
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( )( ) 5
0 max 2 2

1 2, arctan .
1 24 4

E T z T
ab ab

βω
δ β β

  
  ≤ = +

  − − −  

π
 

Lemma 6 [24]. For system (4), assume that ( ) { }: 0nV z R R+→   is a C-regular 
function. If there exist constants , , 0a bγ > , 0 1θ< <  and 1δ >  satisfying 

2θ δ+ =  such that  

( ) ( ) ( ) ( ) { }£ , \ 0 .nV z V z aV z bV z z Rθ δγ≤ − − − ∈  

Then the zero solution of system (4) is FXT stable and its corresponding ST 
can be estimated as ( )( ) 6

0 max,E T z Tω ≤ , where  

( )

( )

( )

6
max

2 arctan , 0 2 ,
21

2 , 2 ,
1

1 ln , 2 ,
1

ab

T ab

ab

γ γ
δ

γ
γ δ

γ γ
δ γ

   − < < − ∆ ∆  

 =

−
 + −∆ >
 − −∆ − −

π

∆

  

here 24ab γ∆ = − . 
Lemma 7 [21]. If 1 2, , , 0, 0 1, 1mv v v η κ≥ < ≤ > , then  

1

1 1 1 1
, .

m m m m

s s s s
s s s s

v v v m v
η κ

η κ κ−

= = = =

   ≥ ≥   
   

∑ ∑ ∑ ∑  

Lemma 8 [22]. Let v and z be any two column vectors in mR , then the fol-
lowing matrix inequality is satisfied for any positive definite matrix m mQ R ×∈ .  

T T T 12 .v z v Qv z Q z−≤ +  

3. Main Results 

In this section, based on the FXT stability results introduced in above section, we 
will derive some sufficient criteria for the FXT synchronization between the 
drive-response systems (1) and (2). To this, first we design the controller ( )u t  
in response system (2) as follows:  

( ) ( ) [ ] ( ) [ ] ( ) ,p qu t e t e t e tρ ξ= −Λ − −                 (10) 

where ( )1 2, , , ndiag λ λ λΛ =   is a positive constant matrix. ρ  and ξ  are 
the tunable constants, and p and q are the real numbers such that  

0 1, 1p q< < > . ( ) ( ) ( ) ( )( )T

1 2, , ,
s s s s

ne t e t e t e t=  ,  

( )( ) ( )( ) ( )( ) ( )( )( )1 2, , , nsgn e t diag sgn e t sgn e t sgn e t=  , and  

[ ] ( ) ( )( ) ( ) .
sse t sgn e t e t≅                     (11) 

Then, under controller (10), the error system (3) can be rewritten as follows:  

( ) ( ) ( )( ) ( ) [ ] ( ) [ ] ( )

( )( ) ( )

d e e d

, d .

p qe t De t Ag e t e t t t t

t e t t

ρ ξ

σ ω

 = − + −Λ − − 
+

     (12) 

Now let ( )1 2, , , nL diag L L L=  , then based on the FXT controller (12), the 
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following results can be derived. 
Theorem 1. Suppose that the Assumptions 1 and 2 are satisfied, if the control 

gain matrix Λ  satisfy the following matrix inequality  

( ) T
1

1

2
0,

D Q G LA
AL Q

 + Λ − −
Π > 

 
                 (13) 

where 1Q  is an arbitrary n n×  positive matrix. Then the drive-response net-
works (1) and (2) can be FXT synchronized in probability via controller (10), 
and its corresponding ST can be estimated by  

( )( ) { }7 2 3
0 max max max, min , ,E T e T T Tω ≤ =  

where 2
maxT  and 3

maxT  are respectively given in Lemma 3 and Lemma 4 with the 

parameters ( )( )T 1
max 1 12c D Q LA Q AL Gλ −= − − + Λ + + + , 2a ρ= ,  

1
2

pθ +
= , 

1
22
q

b n ξ
−

=  and 
1

2
qδ +

= .  

Proof. First, we construct the following Lyapunov function  

( ) ( ) ( )T .V t e t e t=                       (14) 

Then, by calculating the ( )£V t  along the trajectories of error system (3), we 
get  

( ) ( ) ( ) ( )( ) ( ) [ ] ( ) [ ] ( )

( )( ) ( )( )

T

T

£ 2 e e d

, , .

p qV t e t De t Ag e t e t t t t

trace t e t t e t

ρ ξ

σ σ

 = − + −Λ − − 
 +  

  (15) 

By Lemma 8 and Assumption 1, we obtain the following inequality:  
( ) ( )( ) ( ) ( ) ( )( ) ( )( )

( ) ( ) ( ) ( )

T T T T 1
1 1

T T T 1
1 1

2

.

e t Ag e t e t Q e t g e t A Q Ag e t

e t Q e t e t LA Q ALe t

−

−

≤ +

≤ +
       (16) 

By Assumption 2, we have  

( )( ) ( )( ) ( ) ( )T T, , .trace t e t t e t e t Ge tσ σ  ≤               (17) 

Also, it is not difficult to check that  

( ) [ ] ( ) ( ) ( )( ) ( ) ( ) 1T T

1

np pp
i

i
e t e t e t sgn e t e t e t

+

=

= = ∑           (18) 

and  

( ) [ ] ( ) ( ) ( )( ) ( ) ( ) 1T T

1
.

nq qq
i

i
e t e t e t sgn e t e t e t

+

=

= = ∑           (19) 

Let ( ) T 1
1 12 D Q LA Q AL G−ϒ − + Λ + + + , and using the well-known Schur 

complement equivalence [32] to 0Π > , which is defined in (15), we obtain 
0−ϒ >  or 0ϒ < . Thus, by substituting (16), (17), (18) and (19) to (15), we 

have  

( ) ( ) ( ) ( )
( ) [ ] ( ) ( ) [ ] ( )

( ) ( ) ( ) ( ) ( )

T T 1
1 1

T T

1 1T
max

1 1

£ 2

2 2

2 2 .

p q

n np q
i i

i i

V t e t D Q LA Q AL G e t

e t e t e t e t

e t e t e t e t

ρ ξ

λ ρ ξ

−

+ +

= =

 ≤ − + Λ + + + 

− −

≤ ϒ − −∑ ∑

      (20) 

By Lemma 7, we can obtain that  
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( ) ( ) ( )
1

121 2 2

1 1

p
pn np

i i
i i

e t e t V t
+

+
+

= =

 ≥ = 
 

∑ ∑                (21) 

and  

( )( ) ( ) ( )
1

1 1 11 22 22 2 22

1 1
.

q
q q qqn n

i i
i i

e t n e t n V t
+

− − ++

= =

 ≥ = 
 

∑ ∑           (22) 

In view of (22), (21) and (22), we can have  

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

1 1 1
2 2 2

max

max

£ 2 2

,

p q q

V t V t V t n V t

V t aV t bV tθ δ

λ ρ ξ

λ

+ − +

≤ ϒ − −

= ϒ − −
        (23) 

where 
1

212 , , 2
2

qpa b nρ θ ξ
−+

= = =  and 
1

2
qδ +

= . 

Therefore, we can conclude from the Lemmas 3 and 4 that the origin of error 
system (3) is FXT stable in probability and its ST can be estimated by  

( )( ) { }7 2 3
0 max max max, min , ,E T e T T Tω ≤ =  

where 2
maxT  and 3

maxT  are given in Lemmas 3 and 4 respectively, and their pa-

rameters are chosen as ( )maxc λ= − ϒ , 2a ρ= , 
1

2
pθ +

= , 
1

22
q

b n ξ
−

= , 

1
2

qδ +
= . The proof is achieved.    

When 2p q+ =  in the controller (10), we have a following Corollary from 
Theorem 1 and Lemma 6.  

Corollary 1. Suppose that 2p q+ =  in the controller (10), if Assumption 1, 
Assumption 2 and matrix inequality (15) are satisfied, then the drive-response 
networks (1) and (2) can be FXT synchronized in probability under controller 
(10), and its ST is estimated by ( )( ) 6

0 max,E T e Tω ≤ , where 6
maxT  is given in  

Lemma 6 with the parameters ( )max 0γ λ= − ϒ > , 2a ρ= , 
1

2
pθ +

= , 

1
22
q

b n ξ
−

=  and 1
2

qδ +
= .  

Proof. Similar to proof of Theorem 1, we know that the inequality (24) is sa-
tisfied under the conditions of Corollary 1. Thus from Lemma 6, we can obtain 
that the conclusions of Corollary 1 hold true. The proof is completed.    

In the following, we will realize the fixed time synchronization between the 
systems (1) and (2) via designing a simplified controller given as follows  

( ) [ ] ( ) [ ] ( ) ,p qu t e t e tρ ξ= − −                     (24) 

where parameters , , pρ ξ  and q are the same as defined in controller (10). 
Theorem 2. Suppose that 2Q  is an arbitrary n n×  positive matrix and the 

Assumptions 1 and 2 hold true, then the drive-response systems (1) and (2) will 
realize FXT synchronization in probability via controller (24). Moreover, its 
corresponding ST can be estimated as ( )( ) 8

0 max,E T e Tω ≤ , where  
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{ }

{ }

4
max

8 3
max max

2 3
max max

, 0 min , ,
, 0,

min , , 0,

T c a b
T T c

T T c

 < < =


<








 

here ( )T 1
max 2 22c D Q LA Q AL Gλ −= − + + + , and the 2 3 4

max max max, ,T T T  are given in 

Lemmas 3 and 4, and their parameters are chosen as c c= −  , 2a ρ= , 

1
2

pθ +
= , 

1
22
q

b n ξ
−

=  and 
1

2
qδ +

= . 

Proof. We again chose the Lyapunov function as ( ) ( ) ( )TV t e t e t= . Then, 
under controller (24), we have  

( ) ( ) ( ) ( )( ) ( )( ) ( )

( )( ) ( ) ( )( ) ( )( )

T

T

£ 2

, , .

p

q

V t e t De t Ag e t sgn e t e t

sgn e t e t trace t e t t e t

ρ

ξ σ σ

= − + −
  − +  

      (25) 

By Equations (16)-(19), we have  

( ) ( ) ( )

( )( ) ( ) ( )( ) ( )

( ) ( )

( )( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( ) ( )( ) ( )

( ) ( )( ) ( ) ( )( ) ( )

T T 1
2 2

T T

T 1 T
max 2 2

T T

T T
T

T T

£ 2

2 2

2

2 2

2 2

2 2 .

p q

p q

p q

p q

V t e t D Q LA Q AL G e t

e t e t e t e t

D Q LA Q AL G e t e t

e t e t e t e t

ce t e t e t e t e t e t

cV t e t e t e t e t

ρ ξ

λ

ρ ξ

ρ ξ

ρ ξ

−

−

 ≤ − + + + 

− −

 ≤ − + + + 

− −

≤ − −

≤ − −





      (26) 

Introducing (21) and (22) to (26) yields  

( ) ( ) ( ) ( )
( ) ( ) ( )

1 1 1
2 2 2£ 2 2

= .

p q q

V t cV t V t n V t

cV t aV t bV tθ δ

ρ ξ
+ − +

≤ − −

− −





             (27) 

According to Lemma 4, the drive-response networks (1) and (2) will achieve 
FXT synchronization in probability. In addition, its ST 8

maxT  can estimate 
through following analysis. 

1) If { }0 min ,c a b< < , then from Lemma 4, we can get that 8 4
max maxT T= . 

2) If 0c = , then from Lemma 4 again, we can have that 8 3
max maxT T= . 

3) If 0c < , then from Lemmas 3 and 4, we can obtain that  

{ }8 2 3
max max maxmin ,T T T= . 

where the parameters of 2 3
max max,T T  and 4

maxT  are chosen as  

( )T 1
max 2 22c D Q LA Q AL Gλ −= − + + + , 2a ρ= , 

1
2

pθ +
= , 

1
22
q

b n ξ
−

=  and 

1
2

qδ +
= . 

The proof of Theorem 2 is completed.    
When 2p q+ =  in the controller (24), we have a following result from 

Theorem 2 and Lemma 4.  
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Corollary 2. Suppose that 2p q+ =  in controller (10) and the Assumptions 
1 and 2 are satisfied, then the drive-response systems (1) and (2) will achieve 
FXT synchronization in probability via controller (24). Moreover, its corres-
ponding ST can be estimated as ( )( ) 9

0 max,E T e Tω ≤ , where  
5

max
9 3

max max
6

max

, 0 2 ,
, 0,
, 0,

T c ab
T T c

T c

 < <


=
 <








 

here ( )T 1
max 2 22c D Q LA Q AL Gλ −= − + + + , 3 5

max max,T T  and 6
maxT  are respec-

tively given in Lemmas 4, 5 and 6, and their parameters are chosen as 

c c cγ= = − = −  , cβ =  , 2a ρ= , 
1

2
pθ +

= , 
1

22
q

b n ξ
−

=  and 
1

2
qδ +

= . 

Proof. From the proof of Theorem 2, we know that the inequality (28) is satis-
fied. Thus according to the Lemma 4, the drive-response networks (1) and (2) 
can be FXT synchronized in probability. In addition, its ST 9

maxT  can estimate 
through following analysis. 

1) If 0 2c ab< < , then from Lemma 5, we can get that 9 5
max maxT T= . 

2) If 0c = , then from Lemma 4 again, we can have that 9 3
max maxT T= . 

3) If 0c < , then from Lemma 6, we can obtain that 9 6
max maxT T= . 

Where the parameters of 3 5
max max,T T  and 6

maxT  are chosen as c c= −  , cβ =  , 

cγ = −  , 2a ρ= , 
1

2
pθ +

= , 
1

22
q

b n ξ
−

=  and 
1

2
qδ +

= . The proof is com-

pleted.   
Remark 1. As known to all, when study the synchronization issue of nonli-

near systems, it is an important task to design a controller, and it is desirable to 
design the controller as simple as possible in order to save the control cost. In 
early published works [21] [23] [31] [33], however, the authors realized FXT 
synchronization of NNs via employing a type of hybrid controller ( )iu t  which 
composed of one linear term ( )i ie tλ−  and two nonlinear terms 

[ ] ( ) [ ] ( )p qe t e tρ ξ− − . However, as we done in Theorem 2 and Corollary 2, when 
the linear term ( )i ie tλ−  of ( )iu t  removed, the other two terms 

[ ] ( ) [ ] ( )p qe t e tρ ξ− −  still insures the FXT synchronization of considered net-
works. Thus the results of Theorem 2 and Corollary 2 are simpler and have a 
better applicability. 

Remark 2. Similar to the most of the published works on FXT stabilization 
and synchronization, in Theorem 1 and Corollary 1, we have achieved to FXT 
synchronization by designing a types of controller ( )iu t  which composed of 
one linear term ( )i ie tλ−  and two nonlinear terms [ ] ( ) [ ] ( )p qe t e tρ ξ− − . How-
ever, it is worth to note that, all of the three tunable parameters ,iλ ρ  and ξ  
take effect in the estimation of the upper-bound of ST, and this can be seen the 
main advantages of Theorem 1 and Corollary 1 compared with the early pub-
lished results [23] [31] [34] [35] [36]. 

Remark 3. As mentioned above, it is better to realize the FXT synchronization 
via using simple controller ( ) [ ] ( ) [ ] ( )p q

iu t e t e tρ ξ= − − . However, it is not diffi-

https://doi.org/10.4236/jamp.2022.101015


A. Abudireman et al. 
 

 

DOI: 10.4236/jamp.2022.101015 211 Journal of Applied Mathematics and Physics 
 

cult to see that compared the results of Theorem 2 and Corollary 2, the results of 
Theorem 1 and Corollary 1 gives smaller estimation when the control gains 

0iλ >  in controller ( ) ( ) [ ] ( ) [ ] ( )p q
i i iu t e t e t e tλ ρ ξ= − − − , and the bigger iλ  

results in a smaller ST estimation. Therefore, the linear term ( )i ie tλ−  should 
be added in accordance with the convergence time T to be short and the control 
cost not to be high, considering the designer requirements. 

4. Numerical Examples and Simulations 

In this section, the following two numerical examples are provided to illustrate 
the effectiveness of the established theoretical results in above sections.  

Example 1. For n = 3, consider the FXT synchronization between 
drive-response systems (1) and (2) with the following system parameters: 
( ) ( )tanhh v v= , ( )0,0,0J diag= , ( )( ) ( ) ( ) ( )( )1 2 3, 0.5 , ,t x t diag x t x t x tσ =  

and  

0.94 0 0 1.65 4.224 4.224
0 0.94 0 , 4.224 1.452 5.808 .
0 0 0.94 4.224 5.808 1.32

D A
− −   

   = = − −   
   −   

 

Set the initial values of system (1) in Example 1 as ( )1 0 0.1x = − , ( )2 0 0.2x =  
and ( )3 0 0.1x = , then the numerical simulation of system (1) with above para-
meters are illustrated in Figure 1, which shows that it has a chaotic attractor. 

It is not difficult check that the Assumptions 1 and 2 are satisfied with 
( )1,1,1L diag=  and ( )0.5 1,1,1G diag= . By using the LMI Toolbox in Matlab, 

the following solution are obtained for matrix inequality (15)  

1

16.4470 8.1872 6.3667 14.4615 0 0
8.1872 15.4389 0.0097 , 0 14.4615 0 .
6.3667 0.0097 17.7886 0 0 14.4615

Q
−   

   = − Λ =   
   − −   

 

Thus inequality (15) is also satisfied and 3.3655c = . Now choosing two dif-
ferent set of parameters as follows: (i) 1.2ρ = , 2.1ξ = , 0.4p =  and 1.8q = ; 
(ii) 1.2ρ = , 2.1ξ = , 0.2p =  and 1.8q = . Then, from Theorem 1 and Co-
rollary 1, the derive system (1) is FXT stochastic synchronized to response sys-
tem (2) under the controller (10). The time evolution of synchronization errors 
between systems (1) and (2) for above two different set of parameters are shown 
in Figure 2 and Figure 3, respectively, where the initial conditions of response 
systems (2) are randomly chosen in [ ]5,5− . For case (i), from Theorem 1, by 
simple calculations we get 2

max 1.4683T = , 3
max 1.7009T = . Thus  

{ }7 2 3
max max maxmin , 1.7009T T T= = . For case (ii), since 2p q+ = , we can get from 

Corollary 1 that 6
max 1.1097T = , while Lemma 2 and Lemma 3 give the ST esti-

mations 2
max 1.2513T =  and 3

max 1.4510T = , respectively. 
Example 2. For n = 3, consider the FXT synchronization between 

drive-response systems (1) and (2) under the controller (24) with the following 
system parameters: ( ) ( )tanhh v v= , ( )0,0,0J diag= ,  

( )( ) ( ) ( ) ( )( )1 2 3, 0.5 , ,t x t diag x t x t x tσ =  and  
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Figure 1. The transient behavior of system (1) in Example 1.  
 

 
Figure 2. Evaluation of synchronization errors for case (i). 

 

 
Figure 3. Evaluation of synchronization errors for case (ii). 
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0.94 0 0 0.825 2.112 2.112
0 0.94 0 , 0.5 2.112 0.726 2.904 .
0 0 0.94 2.112 2.9048 0.66

D A
− −   

   = = − −   
   −   

 

Now set the initial values of system (1) in Example 2 as ( )1 0 0.6087x = − , 
( )2 0 0.2560x = −  and ( )3 0 0.4875x = , then the numerical simulation of system 

(1) with above parameters are illustrated in Figure 4, which shows that it also 
has a chaotic attractor. 

It is not difficult check that ( )1,1,1L diag= , ( )0.5 1,1,1G diag= . Letting 
( )2 4.5 1,1,1Q diag= ∗ , then by simple calculation we can get that 

( )T 1
max 2 22 7.8766c D Q LA Q AL Gλ −= − + + + = . Now choosing two different set 

of parameters such that (i) 8ρ = , 8.1ξ = , 0.4p =  and 1.8q = ; (ii) 8ρ = , 
8.1ξ = , 0.4p =  and 1.6q = . Then, all the conditions of Theorem 2 and Co-

rollary 2 are satisfied for case (i) and case (ii). Therefore, from Theorem 2 and 
Corollary 2, the derive system (1) is FXT stochastic synchronized to response 
system (2) under the controller (24). The time evolution of synchronization er-
rors between systems (1) and (2) for above two different set of parameters are 
shown in Figure 5 and Figure 6 respectively, where the initial conditions of re-
sponse systems (2) are randomly chosen in [ ]6,6− . For case (i), since 0c > , 
we can calculate from Theorem 2 that 4

max 0.7796T = . Thus  
8 4

max max 0.7796T T= = . For case (ii), since 2p q+ =  and 0c > , we can get from 
Corollary 2 that 9 5

max max 0.4751T T= = , while Lemma 1 and gives the ST estima-
tion 1

max 1.3859T =  for case (i) and 1
max 1.2934T =  for case (ii), respectively. 

Remark 4. From the above two examples, we can see that the settling time es-
timations obtained through Theorems 1, 2 and Corollaries 1, 2 are more accu-
rate compared to the early published results [37] [38] [39] [40] [41]. From this 
point, results obtained in this paper are more general and have better applicabil-
ity.  

 

 
Figure 4. The transient behavior of system (1) in Example 2.  
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Figure 5. Evaluation of synchronization errors for case (i). 

 

 
Figure 6. Evaluation of synchronization errors for case (ii). 

5. Conclusions 

In this paper, first, some recently developed new results on the FXT stability of 
deterministic dynamical systems are extended to stochastic dynamical systems. 
First, some earlier results on FXT stability of deterministic nonlinear systems are 
extended to the stochastic nonlinear systems. Then, based on these results, some 
simple sufficient conditions insuring the FXT synchronization of considered 
networks are derived by introducing two types of FXT controllers and utilizing 
some inequality techniques. Finally, our theoretical results are illustrated via giving 
two numerical examples with their Matlab simulations. 

Recently, the FXT stability and synchronization of impulsive neural networks 
have been studied. However, there are very few works on the FXT synchroniza-
tion issue of the stochastic neural networks with impulsive effects; this issue may 
be somewhat challenging since we have to deal with the effects of caused by im-
pulsive term and stochastic perturbations at the same time, and it will be one of 
our future studying directions. 
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