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#### Abstract

A certain variety of non-switched polynomials provides a uni-figure representation for a wide range of linear functional equations. This is properly adapted for the calculations. We reinterpret from this point of view a number of algorithms.
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## 1. Introduction

The functional equations were introduced to 1820 in the previous century by Euler and Alembert and were fashionable [1].

The resolution of algebraic equations is a very old problem that has shaped many mathematical works [2]. This article is composed of three sections:

In the first section, we will present a unified framework for the manipulation of linear systems linking derivatives $f_{i}^{(j)}(x)$, offices $f_{i}(x+j)$, or substitutions $f_{i}\left(q^{i} x\right)$ of unknown functions $f_{i}(x)$. To this end, we will introduce new families of polynomials in an indeterminate having the property that this indeterminate does not commute with the coefficients of the polynomials.

This defection of repeat re-folds a kind of law of Leibniz.
In the second section, we are brought to consider simultaneously the functions $x$ and functions of another variable.

In the third section and the following, we will support them with particular properties of the ring polymers ring when the ring $A$ has construction is a body, which we consider of the form $\mathbb{Q}(x)$.

## 2. Ease of Use

## Non-commutative polynomials to calculate with linear operators

Let's remember of Leibniz relationship for two functions by noting the derivation operator [3]:

$$
\begin{equation*}
f \text { et } g:(f g)^{\prime}(x)=f^{\prime}(x) g(x)+f(x) g^{\prime}(x) \tag{1}
\end{equation*}
$$

Noting $D$ the derivation operator, $M$ one who has a function $f$ associated with the function given by:

$$
M(f)(x)=x f(x)
$$

The identity operator on functions and, the composition of operators, the rule of Leibniz given, for $f(x)=x$ and $g$ any,

$$
(D \circ M)(g)=D(M(g))=M(D(g))+g=(M \circ D+i d)(g)
$$

The identity being verified by any function $g$, we obtain equality:

$$
D \circ M=M \circ D+i d
$$

between differential linear operators.
Other operators check analogues of the rule of Leibniz: the operator $\Delta$ of finite difference, defined by:

$$
\Delta(f)(x)=f(x+1)-f(x)
$$

the operator:

$$
S=\Delta+i d
$$

Offset, defined by:

$$
S(f)(x)=f(x+1)
$$

For a constant $q$ fixed other than 0 and 1 , the operator $H$ of expansion, defined by:

$$
\begin{equation*}
H(f)(x)=f(q x) \tag{2}
\end{equation*}
$$

We have the relationships:

$$
\begin{gathered}
\Delta(f g)(x)=f(x+1) \Delta(g)(x)+\Delta(f)(x) g(x) \\
(f g)(x+1)=f(x+1) g(x+1) \\
(f g)(q x)=f(q x) g(q x)
\end{gathered}
$$

That leads $n$ relationship rate:

$$
\begin{aligned}
& \Delta \circ M=(M+i d) \circ \Delta+i d, \\
& S \circ M=(M+i d) \circ S \\
& H \circ M=Q \circ M \circ H
\end{aligned}
$$

Between linear operators, after having introduced a new operator $Q$ given by $Q(f)(x)=q f(x)$.

The following definition provides the same algebraic framework for these different operator contexts.

### 2.1. Definition

Either $A$ a commutative ring of characteristic zero, which we assume has an injective endomorphism $\sigma$ and a $\sigma$-derivation $\delta$, in the sense that for $a$ and for $b$ of A,

$$
\begin{align*}
& \sigma(a+b)=\sigma(a)+\sigma(b) \\
& \sigma(a b)=\sigma(a) \sigma(b)  \tag{3}\\
& \delta(a b)=\sigma(a) \delta(b)+\delta(a) b
\end{align*}
$$

For undetermined news $\partial$, we call ring of twisted polynomials the algebra on $A$ generated by $\partial$ and relationships, for everything $a$ of $A, \partial a=\sigma(a) \partial+\delta(a)$.

We note this ring $A\langle\partial ; \sigma, \delta\rangle[4]$.
An immediate consequence of the definition is that any element $f$ of a twisted polynomial ring admits a canonical recreation of the shape $f=a_{r} \partial^{r}+\cdots+a_{0}$.

For some $a_{i}$ in $A$, with $a_{r}$ not zero unless the sum does not include any term (and so $f=0$ ). The $a_{i}$ the whole $r$ thus defined (exe eexcept for $f=0$ ) are unique and $r$ has the properties of a degree In particular, the degree of a product is the sum of the degrees of its factors. This results from the in jectivity of $\sigma$ and integrity, by the form:

$$
\left(a \partial^{r}+\cdots\right)\left(b \partial^{s}+\cdots\right)=a \sigma^{r}(b) \partial^{r+s}+\cdots
$$

because $a \sigma^{r}(b)$ it is zero if and only if $a$ or $b$ the east. Adequate choices of $\sigma$ and $\delta$ make the few examples given above. For simplifying the rating, we assume that $A$ can be bound to a good function of functions [5].

Noting 0 , the application that has any function, combines the current zero function. All algebra-operations are at coefficients in $Q(x)$; we also have analogues for $A=Q[x]$ and, when $\sigma, S$, for $A=Q\left[x, x^{-1}\right]$. Paying attention to the rating. If the composition between operators is noted by $\circ$, we will only make a juxtaposition for the product of twisted polynomials, and we note 1 the neutral element for the product of twisted polynomials. However, we will abuse the notation to note the derivation with respect to an $x$ in the same way, $D x$, whatever the ring $A$, and $i d$, without clue, for the identity of any $A$. Moreover, we will simply note $x$ for $M$. The case $\delta=0$ is common, and we then write $A\langle\partial ; \sigma\rangle$, without reference to 0 . Just as in the commutative case, we define the polynomials of Laurent, whose algebra is noted $A\left[X, X^{-1}\right]$, and in which

$$
X X^{-1}=X^{-1} X=1
$$

In case, $\sigma$ is invertible and other than identity makes it possible to represent operators, which have an inverse. In this case, we will note $A\left\langle\partial, \partial^{-1} ; \sigma\right\rangle$, the algebra where:

$$
\partial a=\sigma(a) \partial, \partial^{-1} a=\sigma^{-1}(a) \partial^{-1}, \partial \partial^{-1}=\partial^{-1} \partial=1
$$

### 2.2. Ideals, Modules, and Actions

The rings of twisted polynomials have been denied by their switching rule, without reference to any operator their interpretation as algebragitors, as well as
the properties of the calculations in the following sections, expresses better in terms of some non-switched algebraic structures that we figure in this section The algebraic structures that will be used in the frame of the general rings, that is to say, non-switched: a ring $R$ is the data of a set of a first internal law + called addition, which makes it a switching group of neutral 0 , as well as a second internal law called multiplication and denoted by juxtaposition, which makes it a monoid of neutral and is distributive to the left and right on the addition. The "switched rings" already used in the previous chapters and in the definition 1.2 of the "ring of twisted polynomials" are rings (in the general sense that has just been indicated) which requires the multiplication or switchable. A ring polyreels is a particular ring [6].

Just as the switching rings have ideals, definised as subsets closed by multiplication on the left and right by any element of the ring, the general rings have ideals, but we do not usually learn in the closing of one side. An ideal on the left $I$ of a ring $R$ is a subgroup of $R$ (for add) such as $f g \in I$ for everything $f \in R$ and everything $g \in I$. A notation of ideal on the right could be defined in an analogous way: in all that follows, we will say simple ideal for ideal on the left. For a finished family $g_{1}, \cdots, g_{s}$ elements of $R$, the sums $f_{1} g_{1}+\cdots+f_{s} g_{s}$ for the coefficients $f_{i} \in R$ constituent an ideal noted $R g_{1}+\cdots+R g_{s}$, called ideal generated by $g_{1}, \cdots, g_{s}$. Any ring $R$ perhaps seen as an ideal of himself. A model on the left $M$ on a ring $R$ an additive group with an addition + and a neutral 0 , stable under the action of an external multiplication law on the left by the elements of $R$, called scalar multiplication, distributive to the left on the addition of $R$ and to the right on the addition of $M$, and such that for all $r$ and $s$ of $R$ and $m$ of $M$, $(r s) \cdot m=r \cdot(s \cdot m)$ and $1 \cdot m=m$. A notion of module on the right could be decimated in a similar manner; In all of the following, we will just say module for module on the left. This notion generalizes the ideal: an ideal $I$ and $R$ is a module on $R$, obtained by taking the multiplication of $R$ as a scalar multiplication. For a finie family $g_{1}, \cdots, g_{s}$ elements of module $M$ fixed, the sums $f_{1} g_{1}+\cdots+f_{s} g_{s}$ for coefficients $f_{i} \in R$ constitute a module $S$ note $R g_{1}+\cdots+R g_{s}$, called generated module by $g_{1}, \cdots, g_{s}$. It is a sub-module of $M$ on $R$, in the sense that it is a module over obtained by restriction to $S$ addition of $M$ and scalar multiplication. There is also action of $R$ on $M$ the scalar multiplication law of a module $M$. For a given module $M$ on $R$, let $G$ be a family $\left(g_{i}\right)_{\in I}$ of elements of $M$. The family $G$ is a system of generators $M$ if for everything $m \in M$, there is a family finie $g_{1}^{\prime}, \cdots, g_{s}^{\prime}$ of $G$ and coefficients $f_{i} \in R$ such as $m=f_{s}^{\prime} g_{1}^{\prime}+\cdots+f_{s}^{\prime} g_{s}^{\prime} \quad$ [7].

The family $G$ The family is free if any linear dependence relationship.
$f_{1}^{\prime} g_{1}^{\prime}+\cdots+f_{s}^{\prime} g_{s}^{\prime}=0$ obtained for a subfolder finie $g_{1}^{\prime}, \cdots, g_{s}^{\prime}$ of $G$ implication that all $f_{i}$ are zero.

The family $G$ is a basis for $M$ whether it is a system of generators and if is free. A module is said to be free if it has a base. For the rings $R$ that interest us, namely the switching rings and the ring of rich polynomials at coeffiients in a switching ring, if a free module on $R$ a database, the cardinal of this base is independent of the choice of the base. In the case of drastic bases, this cardinal is
called the module rank. A special important case is that of the cartesian product $R_{n}$ for $n \in \mathbb{N}$, which provides a module for coordinated addition to coordinate and for scalar multiplication obtained by multiplying each coordinate by the same element of $R$. It is a free module of rank $n$, basic constituted by the elements $e_{i}=(0, \cdots, 0,1,0, \cdots, 0)$, Where the unique 1 is in position $i[8]$. To connect rings of twisted polynomials and algebras of operators, we now make the rings of twisted polynomials act on these function spaces, in the sense of the action of a ring on a module. But a ring of twisted polynomials has no unique action on a given function space, so we adopt the conventions force throughout the rest of the article:

- A ring of the shape $A\langle\partial ; \sigma\rangle$ acts by $\partial \cdot f=\sigma(f)$ for a suitable extension of $\sigma$.
- A ring of the shape $A\langle\partial ; \sigma, \delta\rangle$ acts by $\partial \cdot f=\delta(f)$ for a suitable extension of $\delta$.
- The coefficients in $A$ act by simple multiplication, $a \cdot f=a f$.

Note that the algebra of sequence $A^{\mathbb{N}}$ cannot be seen as a module on the ring $A\left\langle\partial, \partial^{-1} ; \sigma\right\rangle$ when $\sigma$ is the forward shift. In fact, the action of $\partial$ on the sequence worth 1 in 0 and then zero gives the sequence zero: the action of $\partial$ cannot therefore be reversed. This technical problem can be circumvented by considering the classes of sequences identified when they are equal after a certain rank (which depends on the two sequences). (We speak of "seed of sequence to infinity"). But we then lose the possibility of expressing certain sequences, those with finite support, precisely.

## 3. Morphisms between Rings of Twisted Polynomials

In this section, we are led to consider simultaneously functions of $x$ and functions of another variable. Therefore, we will indicate the variable to which these objects refer in subscripts of $D, S, \partial, \sigma, \delta$, etc. In addition, the $A$ rings used to construct the rings of twisted polynomials are of the form $\mathbb{Q}[x]$ or $\mathbb{Q}\left[x, x^{-1}\right]$.

### 3.1. Differentially Finite Generator Series and Suite

We've already seen that when a series of $f=\sum_{n \geq 0} u_{n} x^{n}$ differentially finite, its coefficients verify a finite recurrence relation. In other words, the following $u=\left(u_{n}\right)_{n \geq 0}$ is polynomially recurrent. Evidence rests on identities:

$$
\begin{equation*}
x f=\sum_{n \geq 1} u_{n-1} x^{n}=\sum_{n \geq 1}\left(\partial_{n}^{-1} \cdot u\right)(n) x^{n} \tag{4}
\end{equation*}
$$

and

$$
D_{x}(f)=f^{\prime}=\sum_{n \geq 1}(n+1) u_{n+1} x^{n}=\sum_{n \geq 1}\left((n+1) \partial_{n} \cdot u\right)(n) x^{n}
$$

where we introduced the ring $\mathbb{Q}[n]\left\langle\partial_{n}, \partial_{n}^{-1} ; S_{n}\right\rangle \quad[9]$.
Par recurrence, this or that

$$
\begin{aligned}
x^{\alpha} D_{x}^{\beta}(f) & =\sum_{n \geq \alpha}\left(\partial_{n}^{-\alpha}\left((n+1) \partial_{n}^{\beta}\right) \cdot u\right)(n) x^{n} \\
& =\sum_{n \geq \alpha}\left((n+1-\alpha) \cdots(n+\beta-\alpha) \partial_{n}^{\beta-\alpha} \cdot u\right)(n) x^{n}
\end{aligned}
$$

For a series f solution of the differential equation,

$$
a_{r}(x) f^{(r)}(x)+\cdots+a_{0}(x) f(x)=0
$$

Either $a_{i}$ in $\mathbb{Q}[x]$, this gives us a recurrence on $u$, valid for $n$ big enough. This recurrence is expressed in terms of twisted polynomials as follows. The differential operator associated with the equation is represented by the twisted polynomial $L=a_{r}(x) \partial_{x}^{r}+\cdots+a_{0}(x)$ in $\mathbb{Q}[x]\left\langle\partial_{r}, \mathrm{id} ; D_{x}\right\rangle$ on $\mathbb{Q}$.

In this way, the differential equation is written $L \cdot f=0$, also introduces algebra $\mathbb{Q}[n]\left\langle\partial_{n}, \partial_{n}^{-1} ; S_{n}\right\rangle$ and the morphism of algebras $\mu$ defined by:

$$
\begin{equation*}
\mu(x)=\partial_{n}^{-1} \text { et } \mu(\partial x)=(n+1) \partial_{n} . \tag{5}
\end{equation*}
$$

So, the sequence $u$ of the coefficients is the solution for $n$ large enough of the recurrence represented by the image $\mu(L)$ [10].

To understand for which $n$, this recurrence is valid, let's write:

$$
\mu(L)=b_{p}(n) \partial_{n}^{p}+\cdots+b_{q}(n) \partial_{n}^{q} \text { for } p \leq q \text { and } b_{p} b_{q} \neq 0
$$

so that the recurrence takes the form:

$$
(\mu(L) \cdot u)(n)=b_{p}(n) u_{n+p}+\cdots+b_{q}(n) u_{n+p}=0 \text { and is true for all. }
$$

$n$ if $p \geq 0$ and for all $n \geq-p$ if $p<0$.
Dually, a polynomially recurring sequence $u$ has a generating series
$f=\sum_{n \geq 0} u_{n} x^{n}$ differentially finite, which we will find in terms of twisted polynomials. For this point, we actually assume that the sequence $u$ is extended to negative indices by $u_{n}=0$ for $n<0$, and that it is polynomially recurrent over the entire $Z$. This does not constitute any loss of generality. A recurrence valid for the initial sequence becomes valid for the extended sequence after multiplication by a polynomial of the form $(n+1)(n+2) \cdots(n+r)$. The formulas:

$$
\sum_{n \in \mathbb{Z}} n u_{n} x^{n}=x \partial_{x} \cdot f \quad \text { and } \quad \sum_{n \in \mathbb{Z}} u_{n+1} x^{n}=x^{-1} f
$$

Give by recurrence:

$$
\sum_{n \geq 0} n^{\alpha} u_{n+\beta} x^{n}=\left(x \partial_{x}\right)^{\alpha} x^{-\beta} \cdot f=x^{-\beta}\left(x \partial_{x}-\beta\right)^{\alpha} \cdot f
$$

and provide another morphism, $v$, de $\mathbb{Q}[n]\left\langle\partial_{n} ; S_{n}\right\rangle$ in $\mathbb{Q}\left[x, x^{-1}\right]\left\langle\partial_{r}\right.$, id; $\left.D_{x}\right\rangle$, given by $v(n)=x \partial_{x}$ and by $v\left(\partial_{n}\right)=x^{-1}$. For a sequence $u$ solution on $Z$ of the recurrence equation,

$$
b_{p}(n) u_{n+p}+\cdots+b_{0}(n) u_{n}=0
$$

where $b_{i}$ is in $\mathbb{Q}[n]$, we introduce the twisted polynomial $P=b_{p}(n) \partial_{n}^{p}+\cdots+b_{0}(n)$ de $\mathbb{Q}[n]\left\langle\partial_{n} ; S_{n}\right\rangle$.

To obtain a differential relation on the generating series $f$, we consider $v(P)$ which we write $v(P)=a_{0}(x)+\cdots+a_{r}(x) \partial_{x}^{r}$.

Then, as $\sum_{n \geq 0}(P \cdot u)(n) x^{n}=0$, the $f$ series verifies the differential relationship:

$$
a_{0}(x) f(x)+\cdots+a_{r}(x) f^{(r)}(x)=0
$$

Algebraically, the preceding properties are expressed by the fact that $\mu$ extends into an isomorphism of algebras between $Q\left[x, x^{-1}\right]\left\langle\partial_{x}, i d ; D_{x}\right\rangle$ and $Q[n]\left\langle\partial_{n}, \partial_{n}^{-1} ; S_{n}\right\rangle$, the inverse of which extends $v$ [11]. This morphism verifies $\mu\left(x^{i}\right)=\partial_{n}^{-i}$ and

$$
\begin{equation*}
\mu\left(\partial_{x}^{-i}\right)=\left((n+1) \partial_{n}\right)^{i}=(n+1) \cdots(n+i) \partial_{n}^{-1} . \tag{6}
\end{equation*}
$$

Both isomorphic algebras can be seen as acting naturally on $\mathbb{Q}((x))=\left\{x^{r} f \mid r \in \mathbb{N}, f \in \mathbb{Q}[[x]]\right\}$, which is none other than the algebra of sequences on $Z$ null for indices $n$ strictly less than an integer- $r$ (depending on the sequence considered).

### 3.2. Changes in Variables

When a differentially finite series $f(x)$ is the solution of a differential equation $L \cdot f=0$ given by a twisted polynomial,

$$
\begin{equation*}
L=L\left(x, \partial_{x}\right)=a_{r}(x) \partial_{n}^{r} x+\cdots+a_{0}(x) \tag{7}
\end{equation*}
$$

for any constant $\lambda \neq 0$, the series $g(x)=f(\lambda x)$ checked $g^{(i)}(x)=\lambda^{i} f^{(i)}(\lambda x)$ for each $i \in \mathbb{N}$. Substituting $\lambda_{x}$ for $x$ in $L \cdot f=0$, we obtain that $g$ is the solution of the differential equation associated with:

$$
L\left(\lambda x, \lambda^{-1} \partial_{x}\right)=a_{r}(\lambda x) \lambda^{-r} \partial_{x}^{r}+\cdots+a_{0}(\lambda x)
$$

This is again the result of a morphism of algebras, $\Lambda$, defined this time by $\Lambda(x)=\lambda x$ and $\Lambda\left(\partial_{x}\right)=\lambda^{-1} \partial_{x}$. When $f$ is a differentially finite function, the $z \mapsto f(1 / z)$ is also differentially finite, this time in $z$, as long as the compound function makes sense. Indeed, for any function $g$, let us note $\tilde{g}(z)=g(1 / z)$ (with the same reservation of definition). Since $g(x)=\tilde{g}(1 / x)$, by derivation, we have $g^{\prime}(x)=-\tilde{g}^{\prime}(1 / x) / x^{2}$, what is the evaluation in $z=1 / x d e-z^{2} \partial_{z} \cdot \tilde{g}$. In other words, we have $\tilde{g}^{\prime}=-z^{2} \partial_{z} \cdot \tilde{g}$, check from where by recurrence:

$$
\widetilde{g^{(\beta)}}=\left(-z^{2} \partial_{z}\right)^{\beta} \cdot \tilde{g}
$$

Thus, $\tilde{f}$ is differentially finite, given as satisfying the differential equation associated with the image of $L$ by the morphism of $Q[x]\left\langle\partial_{x}, i d ; D_{x}\right\rangle$ in $Q\left[Z, Z^{-1}\right]\left\langle\partial_{Z}, i d ; D_{Z}\right\rangle$ who sends $x$ on $Z^{-1}$ and $\partial_{x}$ on $-Z^{2} \partial_{Z}$.

## 4. Euclidien Division

In this and the following sections, we rely on special properties of rings of twisted polynomials when the ring $A$ of the construction is a field, which we will take from the form $Q(x)$ [12]. The commutation $\partial a=\sigma(a) \partial+\delta(a)$ in $Q(x)\langle\partial ; \sigma, \delta\rangle$ allows you to write any twisted polynomial as $a_{0}(x)+\cdots+a_{r}(x) \partial^{r}$, for rational fractions $a_{i}$ of $Q(x)$ Unique. A consequence of the injectivity of $\sigma$ is the existence of a well-defined degree in $\partial$ : the integer $r$ of the previous writing when $a_{r}$ is non-zero. In particular, the degree of a product $L_{1} L_{2}$ of twisted polynomials is the sum of the degrees of the $L_{i}$. It follows that the Euclidean division of the commutative case, and the whole theory de-
rived from it, is transposed with few alterations into the twisted case.

### 4.1. Division Process

The main difference with the commutative case is that there is a distinction between Euclidean division on the left and Euclidean division on the right. Given our interpretation in terms of linear operators, we will only consider right-hand division, which is done by subtracting left-hand multiples [13]. Or to be divided $A=a_{r}(x) \partial^{r}+\cdots+a_{0}(x)$ of degree $r$ by $B=b_{s}(x) \partial^{s}+\cdots+b_{0}(x)$ of degree $s$. We assume $s \leq r$. So, $\partial^{r-s} B=\sigma^{r-s}\left(b_{s}(x)\right) \partial^{r}$ lower-order terms, where the power of $\sigma$ represents one iteration (by composition), and so $A-a_{r}(x) \sigma^{r-s}\left(b_{s}(x)\right)^{-1} \partial^{r-s} B$ is of degree strictly less than $r$. This reduction step is the elementary step of Euclidean division. By iterating the process, we arrive at a remainder $R$ of degree strictly less than s . By grouping the left-hand factors, we get a left-hand quotient $Q$ such that $A=Q B+R$.

### 4.2. Example (Division Process)

Consider the ring $Q(n)\left\langle\partial_{n} ; S_{n}\right\rangle$ twisted polynomials representing offset operators [14]. The division of

$$
A=\left(n^{2}-1\right) \partial_{n}^{2}-\left(n^{3}+3 n^{2}+n-2\right) \partial_{n}+\left(n^{3}+3 n^{2}+2 n\right)
$$

that cancels out linear combinations of $n!$ and $n$, by

$$
B=n \partial_{n}^{2}-\left(n^{2}+3 n+1\right) \partial_{n}+\left(n^{2}+2 n+1\right)
$$

that cancels out linear combinations of $n!$ and 1 , is written:

$$
A=n^{-1}\left(n^{2}-1\right) B-n^{-1}\left(n^{2}+n+1\right) \partial_{n}-(n+1)
$$

The rest is a multiple of $\partial_{n}-(n+1)$, which represents recurrence $u_{n}=(n+1) u_{n}$, verified by the factorial. Note a property of this division: if $A$ is multiplied on the left by a factor $m(x)$ without $B$ being changed, then $Q$ and $R$ are multiplied on the left by the same factor $m(x)$. This is no longer (usually) true for a factor involving $\partial$.

### 4.3. Power Reduction of $\boldsymbol{\partial}$

Euclidean division gives us a new interpretation of the calculus of the N -the term of a polynomially recurring sequence $u=\left(u_{n}\right)$ relative to ring $\mathbb{Q}(n)\left\langle\partial_{n} ; S_{n}\right\rangle$. Suppose $u$ is the solution of the recurrence equation,

$$
\begin{equation*}
a_{r}(n) u_{n+r}+\cdots+a_{0}(n) u_{n}=0 \tag{8}
\end{equation*}
$$

By unrolling the recurrence, we see that $u_{n}$ may, for any $N$, unless undue cancellation of $a_{r}$, get into the form:

$$
\alpha_{r-1, N} u_{r-1}+\cdots+\alpha_{0, N} u_{0}
$$

More generally, we have a relationship that rewrites $u_{n+N}$ in terms of $u_{n+r-1}, \cdots, u_{n}$. To get it, let's associate the twisted polynomial with the recurrence on $u \quad P=a_{r}(n) \partial_{n}^{r}+\cdots+a_{0}(n)$. For a given $N$, the Euclidean division of $\partial_{n}^{N}$ by
$P$ is written $\partial_{n}^{N}=Q_{N}(n) P+\alpha_{r-1, N}(n) \partial_{n}^{r-1}+\cdots+\alpha_{0, N}(n)$ for rational fractions $\alpha_{i, N}(n)$. After applying to you and evaluating in $u$, we get:

$$
u_{n+N}=0+\alpha_{r-1, N}(n) u_{n+r-1}+\cdots+\alpha_{0, N}(n) u_{n}
$$

Hence, the result announced for $\alpha_{i, N}=\alpha_{i, N}(0)$ [15].

## 5. Solution Finding and Operator Factoring

As for the usual commutative polynomial rings, a notion of factorization is present for the rings of twisted polynomials. An important nuance lies in the relationship between the "zeros" of twisted polynomials and the position of the factors. We will see that the factorization of twisted polynomials is related to the algorithms seen in this book for the search for polynomial, rational, and hypergeometric solutions in the case of recurrences. Moreover, there is no longer any uniqueness of the factors, even with order and modulo multiplication by units. An example is given in the differential case by the infinity of factorizations:

$$
\partial^{2}=\left(\partial+\frac{1}{x+r}\right)\left(\partial-\frac{1}{x+r}\right)
$$

when $r$ is a constant.
In the case of a commutative polynomial $w$ factoring in the form $u v$ for polynomial factors of degree at least 1 , any zero of you and any zero of $v$ is zero of $w$, Conversely, if we are to place ourselves in an algebraic enclosure, any zero $\alpha$ of $W$ provides a factor $x-\alpha$ and an exact quotient $u(x)$ such that $w(x)=u(x)(x-\alpha)$. The phenomenon is different in the twisted case, as evidenced by inequality:

$$
\partial^{2} \neq\left(\partial+\frac{1}{x+r}\right)\left(\partial-\frac{1}{x+r}\right)
$$

when $r$ is a constant. More generally, a factorization $L=P Q$ in $A\langle\partial ; \sigma, \delta\rangle$ (where $A$ is a body) has different properties depending on the factor: a solution $f$ of the equation $Q \cdot f=0$ is still a solution of $L \cdot f=0$, because $L \cdot f=P \cdot(Q \cdot f)=P \cdot 0=0$; but a solution $g$ of $P$ gives rise to solutions $f$ of $L$ only by the relation $Q \cdot f=g \quad[16]$.

Conversely, a solution $f$ of $L$ gives rise to a right-factor of ordre 1 of $L$, provided that we extend $A$ by $f$ and al its iterations by $\sigma$ and $\delta$. This factor is of the form $\partial-(\partial \cdot f) / f$, i.e. $\partial-\delta(f) / f$ or $\partial-\sigma(f) / f$ depending on the action of the ring of twisted polynomials on the functions. Algorithms for finding solutions in particular classes therefore implicitly provide, for each solution found, a right-factor of order 1 . They therefore naturally act as the basis for factorization algorithms. Specifically, in the differential case, a polynomial or rational solution $f$ of an equation $L \cdot f=0$ for $L$ in the ring $Q[x]\left\langle\partial_{x} ; S_{x}\right\rangle$ provides a straight factor $D=\partial_{x}-\left(D_{x} \cdot f\right) / f$ where $\left(D_{x} \cdot f\right) / f$ is rational; in the recurrence case, a polynomial, rational, or hypergeometric solution $f$ of an equation $L \cdot f=0$ for $L$ in the ring $Q[x]\left\langle\partial_{x} ; S_{x}\right\rangle$ provides a straight factor $D=\partial_{x}-S_{x}(f) / f$ où $S_{x}(f) / f$ is rational. In both cases, the quotient $Q$ such that $L=Q D$ also
has rational coefficients.

### 5.1. Example (Solution Finding and Operator Factoring 1)

A simple example, in reality without a strict extension of $A$, is given in $A=Q(x)\left\langle\partial_{x} ; i d, D_{x}\right\rangle$ by operator:

$$
L=x^{2}\left(4 x^{2}+5\right) \partial_{x}^{3}-x\left(8 x^{4}+14 x^{2}-5\right) \partial_{x}^{2}-\left(4 x^{4}+17 x^{2}+5\right) \partial_{x}-2 x^{3}\left(4 x^{2}+9\right)
$$

of which a particular solution is $f=\exp x^{2}$. This solution can be verified from:

$$
D x \cdot f=2 x f, D_{x}^{2} \cdot f=\left(4 x^{2}+2\right) f \text { and } D_{x}^{3} \cdot f=\left(8 x^{3}+12 x\right) f
$$

by declaring null and void:

$$
\begin{aligned}
& x^{2}\left(4 x^{2}+5\right)\left(8 x^{3}+12 x\right)-x\left(8 x^{4}+14 x^{2}-5\right)\left(4 x^{2}+2\right) \\
& -\left(4 x^{4}+17 x^{2}+5\right)(2 x)-2 x^{3}\left(4 x^{2}+9\right)
\end{aligned}
$$

By Euclidian division, we find:

$$
L=x^{2}\left(4 x^{2}+5\right) \partial_{x}^{2}-x\left(4 x^{2}-5\right) \partial_{x}+4 x^{4}+13 x^{2}-5\left(\partial_{x}-2 x\right)
$$

It is shown that $L$ has no other unitary non-trivial right factor.

### 5.2. Example (Solution Finding and Operator Factoring 2)

The Operator $L=2(2 x+3) \partial_{x}^{2}+3(5 x+7) \partial_{x}+9(x+1)$ provides another example, for $A=Q[x]\left\langle\partial_{x} ; S_{x}\right\rangle$. As a particular solution is $(-3)^{x}$, which is obtained by Petkovšek's algorithm and can be established simply by observing the nullity of $L$ in $\partial_{x}=-3$, a right factor of $L$ is $\partial_{x}+3$, and a Euclidean division shows:

$$
L=\left(2(2 x+3) \partial_{x}+3(x+1)\right)\left(\partial_{x}+3\right)
$$

It is shown that $L$ has no other unitary non-trivial right factor. Euclid's algorithm: It is classical that Euclidean commutative rings:

- Those in which the existence of a degree allows a Euclidean division;
- Are principal: Any ideal can be generated by a single generator. This is the case with rings of commutative polynomials with coefficients in a field. The $p g c d p$ of two polynomials $f$ and $g$ is then the only unitary polynomial giving rise to the ideal $(f, g)$, the sum of the ideals $(f)$ and $(g)$. It is calculated as the last non-zero remainder by Euclid's algorithm. For a ring of twisted polynomials $A=K\langle\partial ; \sigma, \delta\rangle$ on a field $K$, the situation is the same if we take care to consider only left-hand ideals, i.e. Euclid's algorithm extended in a ring of twisted polynomials [17].
Entrée $F$ and $F^{\prime}$ in $\quad A=K\langle\partial ; \sigma, \delta\rangle$.
Sortie a pgcdd $G$ of $F$ and $F$, the cofactors you and $V$ of a Bézout relation $G=U F+V F^{\prime}$, of the cofactors $R$ and $S$ giving a ppcmg.

$$
R F=-S F^{\prime} .1 . P_{0}:=F ; U_{0}:=1 ; V_{0}:=0 ; P_{1}:=F^{\prime} ; U_{1}:=0 ; V_{1}:=1 ; i:=1
$$

1) As long as $P_{i}$ is non-zero:
a) Calculate the Quotient $Q_{i-1}$ and the rest $P_{i+1}$ of the Euclidean division to the right of $P_{i-1}$ by $P_{i}$, so that $P_{i-1}:=Q_{i-1} P_{i}+P_{i+1}$;
b) $U_{i+1}:=U_{i-1}-Q_{i} U_{i} ; V_{i+1}:=V_{i-1}-Q_{i} V_{i}$;
c) $i:=i+1$.
2) Send back $G=R_{i-1},(U, V)=\left(U_{i-1}, V_{i-1}\right)$ and $(R, S)=\left(U_{i}, V_{i}\right)$ with the fence by multiplying on the left by the elements of $A$. The resulting notions are Euclidean divisions on the right and greater common divisors on the right ( $p g c d d$ ).

Eithers $P_{0}$ and $\mathrm{P}_{1}$ two polynomials of $A$. if $P_{1}$ is not zero, we write the Euclidean division of $P_{0}$ and $P_{1}$, form $P_{0}=Q_{0} P_{1}+P_{2}$. As long as $P_{i+2}$ is not zero, we reiterate by dividing $P_{i+1}$ by $P_{i+2}$.

Either $j$ the final value of $i$, such as $P_{j+1}=0$ and $P_{j+2}=0$.
So:

$$
\binom{P_{0}}{P_{1}}=\left(\begin{array}{cc}
Q_{0} & 1  \tag{9}\\
1 & 0
\end{array}\right)\binom{P_{1}}{P_{2}}=\cdots=\left(\begin{array}{cc}
Q_{0} & 1 \\
1 & 0
\end{array}\right) \ldots\left(\begin{array}{cc}
Q_{j} & 1 \\
1 & 0
\end{array}\right)\binom{P_{j+1}}{0},
$$

from which it is deduced that $P_{j+1}$ split $P_{0}$ and $P_{1}$ to the right:: $P_{0}=F P_{j+1}$ and $P_{1}=G P_{j+1}$ for twisted polynomials $F$ and $G$ adéquats. Then, inverting the matrices:

$$
\begin{gathered}
\binom{P_{j+1}}{0}=\left(\begin{array}{ll}
U & V \\
R & S
\end{array}\right)\binom{P_{0}}{P_{1}} \text { for } \\
\left(\begin{array}{cc}
U & V \\
R & S
\end{array}\right)=\left(\begin{array}{cc}
0 & 1 \\
1 & -Q_{j}
\end{array}\right) \cdots\left(\begin{array}{cc}
0 & 1 \\
1 & -Q_{0}
\end{array}\right) .
\end{gathered}
$$

Especially, $P_{j+1}=U P_{0}+V P_{1}$ is part of the ideal on the left $A P_{0}+A P_{1}$. Any element $L=M P_{0}+N P_{1}$ is also a multiple of $P_{j+1}: L=(M F+N G) P_{j+1}$. By normalizing $P_{j+1}$ for make it unitary, we therefore obtain a pgcdd distinguished from $P_{0}$ and $P_{1}$. On the other hand, the twisted polynomial $R P_{0}=-S P_{1}$ is a common smallest multiple on the left (ppcmg) $P_{0}$ and $P_{1}$, by the same argument as in the commutative case, closely following the degrees throughout the algorithm. This discussion leads to the previous Algorithm. We have seen that the algorithms of closure by addition between differentially finite functions or between polynomially recurring sequences return a common multiple to the left of the twisted polynomials $L f$ and $L g$ describing the two objects $f$ and $g$ to be added. Since these algorithms operate in increasing degrees, the returned polynomial is of minimum degree in $\partial$, among those that cancel the sum $f+g$. The cancelling polynomial of the sum $f+g$ returned by these algorithms is therefore the ppcmg of $L f$ and $L g$.

### 5.3. Example (Solution Finding and Operator Factoring 3)

We use polynomials $A$ and $B$ from example 3.2 to compute a pgcdd and a ppcmg. Let's ask $P_{0}=A, P_{1}=B$; we already have
$P_{2}=-n^{-1}\left(n^{2}+n+1\right)\left(\partial_{n}-(n+1)\right)$ with $P_{0}=-n^{-1}\left(n^{2}-1\right) P_{1}+P_{2}$. He comes next:

$$
P_{1}=\frac{-n(n+1)}{n^{2}+3 n+3} \partial_{n}+\frac{n(n+1)}{n^{2}+n+1} P_{2}+0
$$

Thus, the unitary pgcdd is $\partial_{n}-(n+1)$.
Notice that it cancels out the common solutions of $A$ and $B$, namely the multiples of $n!$. The unit ppcmg is obtained by renormalizing $P_{0}=-S P_{1}$ when $R=-Q_{1}$ and $S=Q_{1} Q_{0}:$

$$
\partial_{n}^{3}-\frac{n^{3}+6 n^{2}+8 n+5}{n^{2}+n+1} \partial_{n}^{2}+\frac{2 n^{3}+9 n^{2}+13 n+7}{n^{2}+n+1} \partial_{n}-\frac{\left(n^{2}+3 n+3\right)(n+1)}{n^{2}+n+1} .
$$

Note that its solutions are all solutions of $A$ and $B$ : the linear combinations of $n!, n$, and 1 [18].

## 6. Conclusion

The ring structure of twisted polynomials was introduced and studied by Ore in the 1930s, with the explicit intention of dealing with linear functional systems. In this work, twisted polynomials are simply referred to as "non-commutative". In modern literature, we often speak of "polynomials" or "Ore operators", and again of "pseudo-linear operators". Our terminology of "twisted polynomial" is the translation of the English "skew polynomial", where "skew" means "slanted", or "oblique". Some authors have proposed the translation "left-hand polynomial", where "left" has the meaning of "veiled", as opposed to "plane".
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