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Abstract 
G0/G1 “gaps” joint the S phase and M phase to form the cell cycle. The dy-
namics of enzyme reaction to drive the target protein production in M phase 
is analyzed mathematically. Time delay is introduced since the signal trans-
mission need time in G0/G1 “gaps” phase. Hopf bifurcation of DDEs model is 
analyzed by applying geometrical analytical method. The instability oscillat-
ing periodic solutions arise as subcritical Hopf bifurcation occurs. The Hys-
teresis phenomena of the limit cycle are also observed underlying the sad-
dle-node bifurcation of the limit cycle. Due to stability switching, interesting-
ly, the bifurcating periodical solution dies out near the vicinity of Hopf lines. 
By Lyapunov-Schmidt reduction scheme, the normal form is computed on 
the center manifold. Finally, it is verified that the theory analytical results are 
in coincidence with the numerical simulation. 
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1. Introduction 

The important role relevance between modelling phase transition and complex 
dynamics of the cell cycle is found beyond the knowledge of biology background 
yet. The reason lies in that, on one respect, mathematical models of cell cycle can 
contribute to the understanding of its mechanism biologically; On another re-
spect [1] [2] [3] [4], the dynamical analysis mathematically is developed as a 
ubiquitous technique to predict system evolutionary behavior and the results 
provide the testable suggestions. For example, the robust stability of the state of 
the “checkpoint” in G0/G1 phase [5]. 

In mathematical description of biological models, some key components and 
their mutant relationship with circumstance (inner-cell or inter-cells) are consi-

How to cite this paper: Ma, S.Q. (2021) 
Bifurcation Analysis of the Regulatory Mod-
ules of the Mammalian M/G1 Phase with 
Time Delay. International Journal of Mod-
ern Nonlinear Theory and Application, 10, 
29-48. 
https://doi.org/10.4236/ijmnta.2021.102003 
 
Received: February 14, 2021 
Accepted: May 14, 2021 
Published: May 17, 2021 
 
Copyright © 2021 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

https://www.scirp.org/journal/ijmnta
https://doi.org/10.4236/ijmnta.2021.102003
https://www.scirp.org/
https://doi.org/10.4236/ijmnta.2021.102003
http://creativecommons.org/licenses/by/4.0/


S. Q. Ma 
 

 

DOI: 10.4236/ijmnta.2021.102003 30 Int. J. Modern Nonlinear Theory and Application 
 

dered. People always translate their necessary biology knowledge into some dif-
ferential equations to describe the growth stage of during cell cycle which in-
clude different phases [6] [7] [8]. As is well known, G0/G1 “gaps” joint the S 
phase and M phase to form the cell cycle. Hence, we introduce time delay to 
model the necessary time experienced to transpass “gaps”. Time delay is incor-
porated into the phosphate groups which while binding to target proteins to ac-
tive protein phosphorylation process. In addition, to drive the downstream events 
to generate gene protein production, enzymes reaction formed by binding itself 
to Cdc2 monomer which is assumed no degradation in cyclin synthesis [9] [10]. 
Hence, Cdk2 dimer dynamics is dominated by the well-known Michaelis-Menten 
rate laws. The Michaelis-Menten rate law is described as  

maxrate of loss of substrate
m

V S
K S

=
+

 

In cyclic synthesis, the rate of association with Cdk2 monomers depends on 
the probability of a collosion between two species. The enzyme activation/sup- 
pression leads to target protein production generated to form cyclin. Therefore, 
the protein phosphorylation and dephosphorylation activity dramatically altered 
the target protein which regulates kinase of cell growth. 

Time delay describes the present state or state feedback dependent on the past 
history which becomes differential equations into DDEs of infinite dimensional 
[11] [12]. Based on the above biology background, we set up delay differential 
equations (DDEs) to express protein regulation in the cell cycle, and write G1 
mitosis phase into a useful mathematical expression.  
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Besides, one mother cell can be divided into two daughter cells during mitosis 
stage; the dynamics in G1/M phase can also be expressed as  
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d ,
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x x g x y
t
y k y g x t y t k y t y t
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δ τ τ τ−

= − +
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   (1.2) 

wherein x denotes enzyme concentration, and y represents gene protein concen-
tration, τ  is time delay with its valuable estimation between 2.8 h and 7.8 h. 
The associated function ( ),g x y  is written as  

( )
2

0 2
2 2

21

,
s y

g x y k
xy

θ
θθ

+
=

++
                   (1.3) 

State feedback control is to introduce concentration difference into the model 
which reflects the time delay effects on dynamical evolution behavior. Herein 

2 1τ τ τ= + , with 1τ  denotes time delay in “gap” junction as G0 phase. 
System (1.2) is DDEs with multiple time delays which induce complex dy-

namical phenomena underlying Hopf bifurcation, such as the coexistence of 
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four periodical solutions. It is observed that Neimake-Sacker bifurcation phe-
nomena arise as varying time delay, and the quasi-periodic solution is also ob-
served in coexistence regime of periodical solutions. By applying DDE-Biftool 
technique [11] [12], the continuation of periodical solution bifurcating from 
Hopf bifurcation is carried out by varying time delay. The exhibited limit cycle 
dies out in the vicinity of unstable region partitioned by Hopf lines from stable 
region. The hysterisis phenomena of steady state are observed and “Z-shaped 
curve is pictured since the collision of stable equilibrium and unstable equili-
brium at points with fold singularity. 

The saddle-node bifurcation of limit cycle occurs at some critical values of time 
delay τ . The stable periodical solutions are continued though the instability os-
cillation of bifurcating periodical solutions birth from both sub/super-critical Hopf 
point. The hysteresis phenomena of limit cycle are also observed beyond Hopf 
bifurcation. As is well-known, based on the strong continuous semigroup theory, 
the linear version of DDEs is described by the related form of ODE operator. 
Hopf bifurcation occurs as the infinitesimal generator has a pair of simple im-
aginary roots. A possible approach to investigate this bifurcation problem for DDEs 
involves the computation of normal form on center manifold. The preceeding 
work of normal form approach is famous with Faria and Magalhaes’s work, see 
also [13] [14] [15] [16] [17] for reference. The coefficients of the normal form 
are computed by the Lyapunov-Schmidt dimensional reduction method, and the 
formula for calculating coefficients is also expressed in Section 4 [16] [17] [18], 
and the formula is applied in Section 3 directly to compute the bifurcation direc-
tion and stability of bifurcating periodical solutions of Hopf bifurcation. 

The whole paper is organized as follows: In Section 2, the bistable dynamics of 
steady states are analyzed. In Section 3, the imaginary roots of the related cha-
racteristic equation of the linear version of system (1.2) are analyzed to derive 
the critical values of Hopf bifurcation. With the introduction of a new time delay 
and define three different angle variables, the threshold of Hopf bifurcation lies 
in the intersection of two parameterized curves. The bifurcating periodical solu-
tion is continued as varying time delay continuously. In Section 4, the normal 
form near Hopf point is computed which further discovers that the bifurcating 
periodical solution is unstable, and this further verifies the numerical simulation 
results obtained in Section 3. 

2. Bistability Phenomena in G1 Phase of Cell Growth  

The bistability phenomena is observed as varying free parameter pairs ( )1 1,k θ  
to track fold bifurcation curves of the equilibrium solution. The cusp degenerate 
singularity is also tracked as the codimension-2 bifurcation point whilst fold 
curves on parameter plane immerge, as shown in Figure 1(a) and Figure 1(b). 
We define the curve  

( )
3 2

1 1 1 0
2

1 1 1

0;
:

3 2 0;
k x k x x s
k x k x

θ
θ

− − + + =Γ 
− − + =

                  (2.1) 
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Figure 1. The equilibrium solutions of system (1.1). (a) The bistability property of system 
(1.1) is observed since two LP bifurcation points exist; (b) The codimension-1 bifurcation 
as fold bifurcation curves are plotted, and the immergency of the two-fold curves leads to 
cusp sigularity; (c) The unstable region of equilibrium solution of system (1.1) is parti-
tioned from the stable region( inner region and outer region of Γ curve).  

 
As shown in Figure 1(c), the region enclosed by the curve Γ  is unstable re-

gion lying on three-dimensional space, and the curve Γ  partition the outer stable 
region from the inner unstable region. It is observed that one stable equilibrium 
solution collides with the unstable one as the parameter pair ( )1 1,k θ  is attached 
to the vicinity boundary of fold bifurcation curves. The cusp bifurcation point 
CP is denoted as ( ),c ck θ , system (1.1) exhibits bistability property if choosing 
free parameter 1k  less than ck .  

3. Hopf Bifurcation in G1/M Phase  

Hopf bifurcation triggers the phenomena of small amplitude periodic oscillation. 
Hopf bifurcation happens as one pair of characteristic roots cross the imaginary 
axis transversally as varying free parameter and time delay continuously. To study 
Hopf bifurcation, people used to linearize system near the positive equilibrium 
solution and further to analyze the roots with zero real part of the related cha-
racteristic equation. 

In system (1.2), we assume the positive equilibrium solution is ( )* * *,E x y=  
which satisfies  

( ) ( )( ) ( )
( ) ( )( )( )

*2 * *2 *2 *2
1 2 0 2 1

*2 *2 * *
2 0 2 1 1 2

0,

2e 0

y x k y s x y

k y s y k y xγτ

γ θ θ γ θ

θ θ δ θ−

− + + + − + =

+ − + − + =
        (3.1) 

We plot x-nullcline and y-nullcline into x-y plane, the intersection of two 
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nullclines is exactly the value level to describe the magnitude of the equilibrium 
solution, as shown in Figure 2. The linearized equation at ( )* * *,E x y=  is giv-
en as  

( )

( ) ( ) ( ) ( )( )1 3 2

d
d
d 2e 2e
d

x y

x y

x g x g y
t
y g x t k y g y t k y t y t
t

γτ γτ

γ

τ τ τ− −

= − +

= − − + − + − −
    (3.2) 

Therefore, the characteristic equation of the linearized version (3.2) is written 
as  

( ) ( ) ( )21
1 3 3

, , 0
2e e 2e
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x y

g g
k

g k k k gλ γ τ λ γ τλτ

γ λ
λ τ
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− −
∆ = =

− − − + +
    (3.3) 

 

 

Figure 2. Hopf bifurcation of the positive equilibrium solution. (a) The continuation of 
equilibrium solution as varying free parameter. Hopf bifurcation occurs at 1 0.8504k =  
or 1 0.157k = , other parameters are fixed as 2 0.5k = , 2 0.7θ = , 0.045δ = , 0.006r = , 

1 0.6θ = , 0.029s = , 0.63γ = , 3 0.6k = − , 6τ = , 2 2.309τ = ; (b) The curve of angle 

Lφ  and Sφ  with respect to the parameter θ  is plotted with 1 0.8504k = . The intersec-

tion point is associated with Hopf bifurcation; (c) The curve of ( ), Lτ θ φ  and ( ), Sτ θ φ  

respectively with respect to θ  is plotted with 1 0.8504k = ; (d) The curve of ( ), Lτ θ φ  

and ( ), Sτ θ φ  respectively with respect to θ  is plotted with 1 0.157k = .  
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Furthermore, one obtains that  

( ) ( ) ( ) ( ) ( )2
1, , , , e , , e , ,k P c S c Q cλ γ τ λτλ τ λ τ λ τ λ τ− + −∆ = + +       (3.4) 

with  
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where 1k  is the free parameter. 
Suppose ( )0iλ ω ω= > , substitute it into Equation (3.5) and separate the real 

part from the imaginary part to get  
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with , , ,R I R IP P Q Q  represents the real part and the imaginary part of the poly-
nomial ,P Q  respectively. 

Solving ( ) ( )cos ,sinωτ ωτ  from Equations (3.6) to get  
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(3.7) 

Since in DDEs, some delays are specified which manifest very difficult dy-
namical properties as its corresponding characteristic equation is a transcendental 
equation. With the introduction of a new time delay, which is not really represented 
in DDEs, however, though undefined originally, a new time delay can be applied 
to solve unknown time delays. Accordingly, by introducing new time delay s  
and the associated angle variables 2, ,sθ ω φ ωτ ψ ωτ= = = , we define the new 
mapping  

0 0 02 , 2 , 2l k mθ θ φ φ ψ ψ→ + = + = +π π π  

with 0, ,l k m N +∈ , then rewrite the polynomial , , ,R I R IP P Q Q  as  
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Define the new function  
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  (3.10) 
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By Equation (3.10), one defines curve L by  
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with  
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By Equation (3.11), we also get the description of curve S  
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In geometry, Equation (3.11) and Equation (3.12) exhibit the infinite intersec-
tion or no intersection of curves L and S, and we list Hopf bifurcation condition 
as 0 2L lφ φ= + π  and S Lkφ φ+ π =  for some k and l. With the assumption that 
the intersection of two curves is expressed as ( )* *,θ φ  which satisfies 

( ) ( )* *
S Lkφ θ φ θπ+ = , we compute the time delay *τ  as the critical value of  

Hopf bifurcation, * Lsφ
τ

θ
= . Note that τ  is represented by the introduction  
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delay s. To calculate the Hopf bifurcation line, Equation (3.11) builts the inverse 
function ( )c c θ=  with 0θ  lying inside some subinterval of [ ]0,2π  since we 
have defined the relationship between θ  and 0θ  by mapping (3.8), and Hopf 
bifurcation occurs at  

( )
2 2

2 2
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 (3.13) 

Following we compute the transversal condition of Hopf bifurcation, differen-
tiate the rightside of Equation (3.4) with respect to τ , one obtains  
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then by solving d
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differentiate the rightside of Equation (3.4) with respect to θ  to further get  
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Noticed that iλ ω=  and sω θ= , we get d 1
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= , then substitute it into 

Equation (3.16) to get  
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∂ ∂ ∂ = − + + − − ∂ ∂ ∂ 

     (3.17) 

then by Equation (3.17) and Equation (3.15), one has  

( ) ( )

( )

2 2
2

1 e e e e
d
d

1 d. .
d

r r

i

P S QP S

cabcc i sbcc
s

λ τ λ τ λτ λτ

λ ω

τ τ
λ λ λ λ
τ

θ

− + − + − −

=

 
   ∂ ∂ ∂  ℜ = −ℜ − − + + ∂ ∂ ∂    
 

 − +  
 

 (3.18) 
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herein .abcc  denotes the conjugate part of  
( ) ( ) 2 2

2e e e er rP S QP Sλ τ λ τ λτ λττ τ
λ λ λ

− + − + − −∂ ∂ ∂
− − + +

∂ ∂ ∂
, and .sbcc  expresses the 

conjugate part of ( ) 2e erP S Q
c c c

λ τ λτ− + −∂ ∂ ∂
+ +

∂ ∂ ∂
. Noticed the expression of the 

characteristic polynomial (3.4), one has  

( ) ( )( )1 d, , , ,
d d
d

c

i

csign c c signλ

λ ω

λ τ λ τ
λ θ
τ =

 
    ℜ = − ℜ ∆ ∆  

  
 
 

      (3.19) 

The stability property of the equilibrium solution changes into unstable state 
as ascending free parameter and stability switching phenomena occurs, as shown 
in Figure 2(a). Respectively, we choose 1k  to further continue equilibrium so-
lution by varying time delay and the stability switching phenomena are observed, 
as shown in Figure 3(a) and Figure 3(c). Hence the intersection of curve L and  
 

 

Figure 3. Hopf bifurcation as varying time delay and Hopf line on parameter ( )3,k τ  

plane. (a) The stability switching phenomena for the equilibrium solution with chosen 

1 0.1577k = ; (b) Hopf line on parameter ( )3,k τ  plane with 1 0.1557k = ; (c) The stabil-

ity switching for the equilibrium solution as 1 0.85k = ; (d) Hopf line on parameter 

( )3,k τ  plane with 1 0.85k = . 
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S satisfies ( )mod ,2L SΦ = Φ π , as shown in Figure 2(b). Hopf bifurcation oc-
curs which specifies angle parameter θ  to derive time delay τ . The curve S 
and L are drawn in ( ),θ φ  plane. By equality ( ) ( ), ,L Sτ τ θ φ τ τ θ φ=� � , the 
bifurcation threshold of Hopf bifurcation is approximated at the intersection of 
two curves, as shown in Figure 2(c) and Figure 2(d). As the above description, 
the stability switching phenomena arise as varying rime delay τ , as shown in 
Figure 3. In Figure 3(b) and Figure 3(d), Hopf lines are drawn on ( )3k τ−  
parameter plane. Using DDE-Biftool software, the coexistence of four periodical 
solutions is shown in Figures 4-6 in Section 4. To compute the stability of the 
bifurcating periodical solutions with small amplitude, the coefficients in normal 
form are computed with the aid of dimensional reduction method which is given 
in Section 5. We have computed that the bifurcating periodical solutions are un-
stable near Hopf point and Hopf bifurcation is subcritical. 

Numerical Simulation of Limit Cycle Continuation  

Varying free parameter 1k , Hopf bifurcation occurs at 1 0.876k =  and 

1 0.157k = , and periodical oscillation phenomena are observed which arise at 
Hopf points. By applying DDE-Biftool software, the bifurcating periodical solu-
tions are calculated with high technique and which further simulate the periodical  

 

 

Figure 4. The coexistence phenomena of four periodical solutions. (a) near 1 0.876k = ; 
(b) near 1 0.157k = ; (c) near 21.8τ = ; (d) near 31.76τ = . 
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Figure 5. The phase portraits and time series solutions of four periodical solutions as de-
noted by 1, 2, 3, 4 in Figure 4. (a) The phase portraits of four periodical solutions as 
numbered by 1, 2, 3, 4 in Figure 4(a); (b) The corresponding time series solutions of four 
periodical solutions; (c) The phase portraits of four periodical solutions as numbered in 
Figure 4(b); (d) The corresponding time series solutions;  

 
solutions continuously as varying free parameter 1k  or time delay respectively. 
As shown in Figure 4(a) and Figure 4(b), the coexistence phenomena of bifur-
cating periodical solution are observed as varying free parameter near subcritical 
Hopf point or continued by supercritical Hopf point respectively. The red line 
represents the unstable periodical solutions while the blue line denotes the stable 
periodical solutions. The coexistence phenomena of multi-periodical solutions 
as varying time delay are also shown in Figure 4(c) and Figure 4(d). By choos-
ing four points in Figures 4(a)-(d), the corresponding periodical solutions are 
also shown in Figure 5 and Figure 6, wherein the unstable periodical solution is 
drawn by red color or purple color, whilst the stable periodical solution is drawn 
by blue color or green color. In Figure 5 and Figure 6, the phase portraits of 
four periodical solutions and the corresponding time series solutions are pic-
tured colorfully. 

Hopf bifurcation brings forth the stability switching phenomena of the equili-
brium solution of system (1.2). On one respect, Hopf bifurcation partition the 
stable regime from the unstable regime hence the stable equilibrium solution  
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Figure 6. The phase portraits and time series solutions of four periodical solutions as de-
noted by 1, 2, 3, 4 in Figure 4. (a) The phase portraits of four periodical solutions as 
numbered in Figure 4(c); (b) The corresponding time series solutions; (c) The phase 
portraits of four periodical solutions as numbered in Figure 4(d); (d) The corresponding 
time series solutions;  
 
changes to be unstable when crossing over the margin of the stable region then 
switches back to be stable state again as further crossing over the margin of the 
unstable region. In addition, both the period-2 oscillating solution and the qua-
si-periodical solution manifests in system (1.2) as ascending time delay, as shown 
in Figures 7(a)-(d) and Figures 8(a)-(d). By Poincare section analysis, the 
switching phenomena between the period-2 solution and the quasi-periodical so-
lution are also observed by numerical simulation technique, as shown in Figure 
9(a) and Figure 9(b). It is remarked that quasi-periodical solution arises cor-
responding to the stability switching phenomena of the equilibrium solution, 
and the red circle denotes the corresponding Poincare section in Figure 7(d) 
and Figure 8(d). 

4. Center Manifold Analytical Method  

It is verified that Hopf bifurcation occurs at parameter pairs ( ) ( )*
3 3, , ck kτ τ=  as 

shown in Figure 3(b) and Figure 3(d), since the property of the characteristic 
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roots with zero real part. As is well known, by applying center manifold analyti-
cal technique, people always obtain the reduction dimensional system near Hopf 
point by Schmidt-Lyapunov scheme. However, it is believed that parameter per-
turbation always leads to a direct method to acquire the classifying technique by 
varying small coefficients in formal norm continuously. Based on parameter 
perturbation method, we compute the direction of Hopf bifurcation singularity 
by normal form computation and further to analyze the property of stability of 
the bifurcating periodical solutions. 

With the introduction of 0 1ε< � , set 3 3ck k kεε− = , c ετ τ ετ− =  and scale 
*x x xε− = , *y y yε− = , then system (1.2) is transformed into its 3rd Tay-

lor expansion truncation  

2 2

3 2 2 3

d 1 1
d 2 2

1 1 1 1
6 2 2 6

x y xx xy yy

xxx xxy xyy yyy

x x g x g y g x g xy g y
t

g x g x y g xy g y

γ ε ε ε

ε ε ε ε

= − + + + + +

+ + + +
 

 

 

Figure 7. The time series solution and phase portraits of system (1.2). (a) The time series 
solution of the period-2 solution with parameter 1 0.1574, 16k τ= = ; (b) The corres-
ponding phase portraits of the period-2 solution; (c) The time series solution of the qua-
si-periodical solutions with 1 0.1574, 23k τ= = ; (d) The phase portraits of the qua-
si-periodical solutions.  
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Figure 8. The time series solution and phase portraits of system (1.2). (a) The time series 
solution of the period-2 solution with parameter 1 0.85, 16k τ= = ; (b) The corresponding 
phase portraits of the period-2 solution; (c) The time series solution of the qua-
si-periodical solutions with 1 0.85, 23k τ= = ; (d) The phase portraits of the qua-
si-periodical solutions.  

 

 

Figure 9. The routes of switching phenomena between the period-2 solution and the qu-
asi-periodical solutions. (a) The Poincare section with 1 0.1574k = ; (b) The Poincare sec-
tion with 1 0.85k = .  

 

( ) ( ) ( )1 3
d 2e 2 e
d

c cr r
x c x c c

y g x t r g x t k k y
t

τ τ
ετ ετ τ− −= − − − − +  
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( ) ( )( ) ( )
( ) ( ) ( )

( ) ( )( )

3 2

2

2e

2e 2

2e

c

c

c

r
x c c

r
y c y c

r
y c c

g x t x t k y t

k y t g y t r g y t

g y t y t

τ
ε

τ
ε ε

τ
ε

τ ετ τ τ

ε τ τ ετ τ

τ ετ τ

−

−

−

+ − − − − + −

+ − + − − −

+ − − − −

 

( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )

( )

2

2 3

2 2

3

e e

1e e
3

e e

1 e
3

c c

c c

c c

c

r r
xx c xy c c

r r
yy c xxx c

r r
xxy c c xyy c c

r
yyy c

g x t g x t y t

g y t g x t

g x t y t g x t y t

g y t

τ τ

τ τ

τ τ

τ

ε τ ε τ τ

ε τ ε τ

ε τ τ ε τ τ

ε τ

− −

− −

− −

−

+ − + − −

+ − + −

+ − − + − −

+ −

  (4.1) 

with initial value definition  

( )
( )

1

2

, 0m

x t
t

y t
φ

τ
φ

   
= − ≤ ≤   
  

 

wherein ( )2max ,mτ τ τ= . According to the property of DDEs, solutions of Eq-
uation (4.1) are continuous on Banach space [ ]( )2,0 ,mC Rτ= − . With few dis-
continuity jumps, the solution operator is differentiable on the extended phase 
space [ ]( )2,0 ,mBC Rτ= − . With the assumption ( )T,Z x y= , and denote 
( ) ( )tZ t s Z s+ =  for any [ ],0ms τ∈ − , then Equation (4.1) is written as  

( ) ( ) ( ) ( ) ( )( )2

d
0 , , ,

d t t t t

Z t
L Z F Z Z z

t
ε τ τ ε= + − −          (4.2) 

Based on the fundamental theory of DDEs, there is a bounded variational 
function to express the linear version of Equation (4.2) on the extended phase 
space. In addition, by Reize representation theorem, the corresponding 2 × 2 
bounded matrix function is listed below to write the linear version into its 
integral operator form, that is, for any BCφ ∈ ,  

( ) ( ) ( ) ( )0 0 0
1 2d d d ,

c m m
L

τ τ τ
ε φ η θ φ ε η θ φ η θ φ

− − −
= + +∫ ∫ ∫         (4.3) 

with  

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )1 3 3 2

d
2e 2ec c

x y
r r

x c c y c

g g
g k k k gτ τ

γ δ θ δ θ
η θ

δ θ τ δ θ δ θ τ δ θ τ− −

 − +
=   + − + + + + + 

 

( ) ( ) ( ) ( )1
2

0 0
d

2 e 2cr
x c y cr g k r gτ

ε ε ε
η θ

τ δ θ τ δ θ τ τ δ θ τ−

 
=  − + + − + 

 

( ) ( ) ( )( ) ( ) ( )( )2

0 0
d

2e 2ec cr r
x c c y c cg gτ τ

ε ε
η θ

δ θ τ ετ δ θ τ δ θ τ ετ δ θ τ− −

 
=  + + − + + + − + 

 

and the nonlinear part ( )F ⋅  is written as  

( ) ( )( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

2 2 3
1 1 2 2 1

2 2 3
1 2 1 2 2

2 2
1 1 2 2

1 1 10 , 0 0 0 0 0
2 2 6
1 1 10 0 0 0 0 ,
2 2 6

e e ec c c

xx xy yy xxx

xxy xyy yyy

r r r
xx c xy c c yy c

F g g g g

g g g

g g gτ τ τ

φ φ τ φ φ φ φ φ

φ φ φ φ φ

φ τ φ τ φ τ φ τ− − −

− = + + +


+ + +

− + − − + −
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( ) ( ) ( )

( ) ( ) ( )

3 2
1 1 2

2 3
1 2 2

1 e e
3

1e e
3

c c

c c

r r
xxx c xxy c c

r r
xyy c c yyy c

g g

g g

τ τ

τ τ

φ τ φ τ φ τ

φ τ φ τ φ τ

− −

− −

+ − + − −

+ − − + − 


         (4.4) 

Consider the linear operator (4.3), it’s an infinitesimal generator of the strong 
continuous semigroup in phase space BC, and for any BCφ ∈ , we define new 
linear operator ( ) :A BC BCε →  and its adjoint operator ( )* * *:A BC BCε →  
wherein [ ]( )* * 20, ,BC C Rτ= , that is,  

( )
( )

d , for 0
d

, for 0
A

L

φ τ θ
ε φ θ

ε φ θ

 − ≤ <= 
 =

              (4.5) 

and  

( )
( )

*

*

d , for 0
d

, for 0

s
sA

L s

ψ τ
ε ψ

ε ψ

− < ≤= 
 =

             (4.6) 

with  

( ) ( ) ( )0* TdL s s
τ

ε ψ η ψ
−

= −∫                  (4.7) 

For *,BC BCφ ψ∈ ∈ , define the bilinear form  

( ) ( ) ( ) ( ) ( )0T T
0

, 0 0 d d
m

θ

τ
ψ φ ψ φ ψ ξ θ η θ φ ξ ξ

−
= − −∫ ∫       (4.8) 

Based on the above analysis, Equation (4.2) can be written as its operator dif-
ferential equations, that is  

( )t t tZ A Z RZε′ = +                        (4.8) 

with  

( ) ( )( )
0, for 0

0 , , , for 0
R

F
τ θ

φ
φ φ τ ε θ

− ≤ <=  − =
           (4.9) 

Considering the linear version of differential operator (4.8), Hopf bifurcation 
occurs at 0ε = , and the associated characteristic roots set is denoted as 

{ },i iω ωΛ = −  as verrfied in Section 2. With the assumption of other eigenvalues 
with negative real parts, the phase space can be suspended on its restricted cen-
ter manifold. Hence the eigenspace is decomposed into the eigenspace P corres-
ponding to roots set Λ  and its complementary subspace Q. We suppose ei-
genspace P is spanned by ( ) ( ){ }, , 0P span q qθ θ τ θ= − ≤ ≤  where ( )q θ  and 
its conjugation vector ( )q θ  are respectively the eigenvector of iω  and iω− . 
We represent the eigenbasis ( ) ( ), sθΦ Ψ  of Λ  associated with linear operator 
( )0A  and its adjoint operator ( )* 0A  respectively, then  

( ) ( ) ( ) ( ) ( ) ( )* T T0 0
0 , 0

0 0
i i

A A s s
i i

ω ω
θ θ

ω ω
−   

Φ = Φ Ψ = Ψ   −   
 (4.10) 

By the definition of Equation (4.8), we have , IΨ Φ = . 
With a possible discontinuity jump at 0θ = , we also define the mapping on 
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the phase space as the following  

0

for 0,
0 for 0
I

X
θ
τ θ
=

=  − ≤ <
                       (4.11) 

for any tZ BC∈ , we can write it as 0tZ Xφ α= + , define the projection map-

ping : BC PΠ → , then we have ( ) ( )T, 0tZ wθ φ Π = Φ Ψ +Ψ  , therefore, we 

can write tZ  as the expression t t

z
Z Y

z
 

= Φ + 
 

 with tY Q∈ . Further compu-

tation express the differentiate relationship of axis variable ( )z t  given as  

( )
( ) ( ) ( ) ( )( )

( )

T

T

0
0 0

0

0 ,t

z t i z z
A A

z t i z z

z
R Y

z

ω
ε

ω
′      

= +Ψ − Φ      ′ −     
  

+ Ψ Φ +  
  

 

( ) ( )

( )
( ) ( ) ( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( ) ( ) ( )( )

0

T

T

0

0 0 0 , , for 0

0 0 0 ,

0 0 0 0 , , for 0

t t t

t t

t t t

t t

z
Y A Y I X R Y

z

F z Y z Y

A Y F z Y z Y

F z Y z Y

θ τ τ τ θ

τ τ

τ τ θ

  ′= + −Π Φ +  
  

−Φ Ψ Φ + Φ − + − − ≤ <
= + Φ + Φ − + −
−Φ Ψ Φ + Φ − + − =

 

(4.12) 

Set 
0

0
i

B
i

ω
ω

 
=  − 

, then Equation (4.12) is written into its Taylor expansion 

with 3rd truncation to be expressed as  

( )
( )

( ) ( ) ( ) ( )

( ) ( ) ( )( )

( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

11 12
2 2

1
3

12
2

2 12
2 2

, ,0,0, , ,0,0,0

, , 0 , ,0 ,

, ,0,0,0 , for 0
0

, ,0,0,0 0 , ,0,0,0 for 0

c

c

z t z
B f z z f z z

z t z

f z z y y

f z z
y t A y

f z z f z z

ε

τ

θ τ θ

θ

′   
= + +   ′   

+ −

−Φ − ≤ <′ = + 
−Φ =

 (4.13) 

and  

( ) ( )2 0 3 00
2 3

, ,0,0, , , ,0,0,0i j k i j
ij k ij

i j k i j
f z z f z z f z z f z zε ε⋅ ⋅ ⋅ ⋅

+ + = + =

= =∑ ∑  

Define the operator 11,12,2
2M  on the homogeneous space ( )2 ,H z z  as  

( )
( )

( )
( )

( ) ( ) ( ) ( )

1 1 1 1
1
2 1 1 1 1

2
2

, ,
,

, ,

, 0 , ,

z z

z z

z z

zp z z p z z p p
M B B

zp z z p z z p p

z
M U z z A U z z U U B

z

⋅ ⋅ ⋅ ⋅
⋅

⋅ ⋅ ⋅ ⋅

       
= −                

 
= −  

 

        (4.14) 

Then the normal form on the center manifold can be written as  

( )
( )

( ) ( ) ( ) ( )1 1
2 3, ,0,0, , ,0,0,0

z t
Bz g z z g z z

z t
ε

′ 
= + + ′ 

         (4.15) 
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wherein  
( ) ( ) ( )
( ) ( ) ( ) ( )

11
2

1
3

1 11
2 2

1 1
3 3

, ,0,0, , ,0,0,

, ,0,0,0 , ,0,0,0

c
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ImM
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g z z Proj f z z

g z z Proj f z z

ε ε=

= �
              (4.16) 

with  

( ) ( ) ( ) ( ) ( ) ( )
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τ

 
= −  

 

+

+ −

�

   (4.17) 

Hence by (4.15), one obtains the formal norm near Hopf point  

( ) 2
10 12z t i z k z k z zω ε′ = + +                   (4.18) 

The bases of projection 11 12
2 2,ImM ImM  are easily to compute as  

2 2
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2 0 0 0 03
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0 2 0 30 0
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i z i z i zz i z
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   −           
              − − −              

 

The bases of ( )3
1Im M  are expressed as  

3 2 3

3 2 3

0 0 02 2 4
, , , , ,

4 2 20 0 0
i z i zz i z

i z i z z i z
ω ω ω
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     −      
           − −          

 

Hence, we get  
( ) ( )11

10 10001,1 , ,0,0k f z z=                    (4.19) 

By choosing  
( ) ( )
( ) ( )

( ) ( ) ( )12 12 12 12
2 220000 11000 02000

12

,
,

3,

p z z f f f
z zz z

i i ip z z ω ω ω

 
  = + +
  − 

          (4.20) 

we eliminate the term ( ) ( )12
2 , ,0,0,0f z z . Set  

( ) 2 2
2000 1100 0200,U z z H z H zz H z= + +              (4.21) 

then by Equation (4.13) and Equation (4.14), for 0τ θ− ≤ < , we have  

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

12
2000 2000 20000

12
1100 1100

12
0200 02000

0 2 ,

0 ,

0 2 0200

A H i H f

A H f

A H i H f

θ ω θ θ

θ θ

θ ω θ φ θ

= −Φ

= −Φ

= − −

          (4.22) 

The initial condition of Equation (4.22) is also computed as  

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

2 12
2000 2000 20000 20000

2 12
1100 11000 11000

2 12
0200 0200 02000 02000

2 0 0 ,

0 ,

2 0 0

LH i H f f

LH f f

LH i H f f

ω

ω

= + −Φ

= −Φ

= − + −Φ

            (4.23) 

Based on the initial condition (4.23), one can derive the coefficients 
( ) ( ) ( )2000 1100 0200, ,H H Hθ θ θ  by the integral Equation (4.22) with respect to θ . 

Therefore, we get the coefficient 12k  in formal norm (4.18) to be listed as  
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( )
( ) ( ) ( ) ( ) ( )

( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

0

0

12 212 1212 12
11000,1 02000,1 121 20000,1 11000,1

12 21000,1 110010100,

12 1212
10010 1100 2000 200001100, 01010,

2
0

3
0

y

c cy y

f ff f
k f f H

i i i
f H f H f H

τ

ω ω ω
τ τ

= + − + +

+ − + + −

 (4.24) 

5. Conclusion 

Cell grows in size by double in mass then divide to form into two daughter cells. 
In such a way, cells segregate to form more descendant cells to make lifetime 
perpetual both in plants and animals. The mutation relationship between dif-
ferent reaction components during cells growth and signal transaction between 
phase transitions is ubiquitous in regulating cells growth and division. The in-
troduction of time delay is a crucial factor in cells cycle growth model since sig-
nal transaction is experienced in G1/G2 phase. The cells growth model was set 
forth by the enzyme reaction formed by binding itself to Cdk2 monomer to drive 
the downstream events to generate gene protein production. In addition, the 
protein phosphorylation and dephosphorylation activity dramatically altered the 
target protein which regulates kinase of cell growth. We focused on the stability 
analysis and bifurcation phenomena in cells growth system. Hopf bifurcation 
occurs as varying free parameter and time delay continuously. The co-existence 
periodical solutions were observed as varying parameter continuously near Hopf 
bifurcation point. The manifest stability switching phenomena also brings forth 
the quasi-periodical solution appearing in system. The complex dynamics as 
switching routes between period-2 solution and quasi-periodical solution were 
explored. We applied center manifold analytical scheme combined with the di-
mensional reduction method to analyze the normal form near Hopf bifurcation, 
which further verifies that Hopf bifurcation is sub-critical and the bifurcating 
periodical solution is unstable. 
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