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Abstract 
Success or failure of an E-commerce platform is often reduced to its ability to 
maximize the conversion rate of its visitors. This is commonly regarded as the 
capacity to induce a purchase from a visitor. Visitors possess individual charac-
teristics, histories, and objectives which complicate the choice of what platform 
features that maximize the conversion rate. Modern web technology has made 
clickstream data accessible allowing a complete record of a visitor’s actions on 
a website to be analyzed. What remains poorly constrained is what parts of the 
clickstream data are meaningful information and what parts are accidental for 
the problem of platform design. In this research, clickstream data from an on-
line retailer was examined to demonstrate how statistical modeling can improve 
clickstream information usage. A conceptual model was developed that con-
jectured relationships between visitor and platform variables, visitors’ platform 
exit rate, boune rate, and decision to purchase. Several hypotheses on the na-
ture of the clickstream relationships were posited and tested with the models. 
A discrete choice logit model showed that the content of a website, the history 
of website use, and the exit rate of pages visited had marginal effects on derived 
utility for the visitor. Exit rate and bounce rate were modeled as beta distributed 
random variables. It was found that exit rate and its variability for pages visited 
were associated with site content, site quality, prior visitor history on the site, 
and technological preferences of the visitor. Bounce rate was also found to be 
influenced by the same factors but was in a direction opposite to the regis-
tered hypotheses. Most findings supported that clickstream data is amenable 
to statistical modeling with interpretable and comprehensible models. 
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1. Introduction 

Digitally mediated transactions are becoming more ubiquitous as the advantages 
of speed, convenience, access to personalized options, and quality of online sys-
tems increase. In particular, the purchasing and selling of goods electronically, 
known as E-commerce, continues to demonstrate an increasing share of total 
sales [1]. Digitalization of economic interactions was stimulated by the COVID- 
19 pandemic. It is reasonable to predict that usage of E-commerce systems will 
not abate. Extraction of a benefit from this technology depends on tools that can 
identify and analyze patterns contained in data generated by the technology, he-
reafter to be called clickstream data. In the setting of online retail, webometrics, 
or web analytics (WA), represents a family of methods and tools that can deliver 
insights to its users. Efficacy and validity of insights from WA are based on 
many relationships between numerous metrics and user behavior put forth by 
non-experts. 

In the endeavor to construct higher quality web systems, firms become at-
tracted to the many relationships that can be found in WA. This can prove to be 
inauspicious as conjectured relationships may suffer issues of validity [2]. What 
is needed is a more disciplined characterization of patterns in the clickstream 
data so that any informational insights can be validated. When it comes to an 
E-commerce platform, keeping visitors on the site is a fundamental requirement 
for success. A determination of which factors are associated with exiting beha-
vior from the website and which factors influence if a visitor buys or not, is pa-
ramount for crucial information management. 

The paper is organized as follows. In Section 2, background and a survey of 
relevant literature are offered. In Section 3, a presentation of a clickstream con-
ceptual model based on the supporting literature is provided. Hypotheses re-
garding the existence, direction, and magnitude of relationships postulated in 
the conceptual model are also given in Section 3. In Section 4, a description of 
the data and empirical setting is supplied. In Section 5, the analytic methodolo-
gies used to test the hypotheses and evaluate the conceptual model from Section 
3 are provided. In Section 6, all results, discussion, and implications are pre-
sented. In Section 7, a conclusion is delivered. 

2. Literature Review and Background 

The Digital Analytics Association defines web analytics (WA) as, “the measure-
ment, collection, analysis, and reporting of internet data for the purposes of un-
derstanding and optimizing web usage.” This definition is based on several pre-
mises: the ability to analyze implies methodologies that can lead from data to 
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understanding, reporting implies an agreed-upon standard, optimization implies 
a direct link between technology, people, and context. Its sheer size and popular-
ity as an information source allows limitless possibilities for the measurement 
and analysis of internet [3] Transaction log analysis and search log analysis were 
precursors to modern WA [4] [5] [6] [7]. Clickstream data has volume, velocity, 
and variety that complicate the intuition-based judgment used by humans. To 
attain business insights from clickstream data, understanding is needed of the 
diverse types of metrics available for the analysis of user behavior [8] [9]. 

Analysis and optimization of a website begins with the collection and evalua-
tion of metrics. Standard categories of metrics include, 
• Site usage 
• Referral and web traffic 
• Site content analysis 
• Quality Assurance 

Site usage encompasses measures such as geographic information and number 
user visits. Referral and web traffic comprises measures such as source or web 
traffic onto a site. Site content analysis contains measures for site content effec-
tiveness and top pages regarding exits and value. Quality assurance measures the 
presence and impact of broken pages and visitor errors [10]. Although metrics 
are numerous, a sample of a few standard ones are presented in Table 1. 

Tracking visitor type information is conducive to the personalization of a vis-
itor’s experience and identification of emerging customer needs. Tracking errors 
aids in the identification of troubles experienced by the customer. Direct access 
to sources of incoming web traffic by referring URLs is a primary way advertis-
ing and marketing effectiveness can be measured. Top pages are those areas of a 
website that receive the most traffic and can be used to confirm and align the 
website’s functionality with the firm’s goals. Missing content or areas of confu-
sion may direct visitors away from goal pages of a website resulting in an un-
derperforming website [10]. 

These metrics come with challenges. For instance, measuring visitor type re-
quires consideration of if a visitor is to be defined at the unit of an individual 
unique visitor that requires a single IP address and web cookies to track the user 
or is the visitor to be defined at the unit of a single session which tracks when a 
user begins and ends his/her interaction with the website [11] [12]. Also consid-
er visit length, which is defined by the subtraction of the time of a user’s first  

 
Table 1. Commonly used WA metrics with descriptions and statement of metric category. 

Metric Description Category 

Visitor type Details of user Site usage 

Errors Page retrieval errors Quality assurance 

Referring URLs Sources of traffic to website Referral and web traffic 

Top pages Pages that receive most views Site content analysis 
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activity on the website from the user’s final activity; if any of these start and end 
points are missing, the visit length metric can become zero [13]. 

Investments in metric tracking and WA infrastructure can be viewed as any 
business investment. Website data is beneficial only if information gathered 
from it can be utilized to improve the site. Several methods exist that a firm can 
follow to become equipped to make good judgements on data collection and 
goal definition [14] [15]. For E-commerce websites, the objective is to convince 
visitors to purchase goods or services directly from the site. The principal quan-
tity of interest to an E-commerce site is the conversion rate. The conversion rate 
quantifies the proportion of visitors to a site that accomplishes the desired goal – 
to make a purchase. Accurate assessments of conversion rate are crucial for de-
cisions regarding adjustments to web systems. Decisions to filter visitors ac-
cording to certain exclusion criteria, like intent to purchase or exclusion of web 
crawlers, would aid firms in allocating resources to the staff and capital neces-
sary to have a functional website [16]. 

Another valuable WA quantity to examine is traffic quality. Related to the idea 
of traffic quality are the bounce and exit rates of the website. The essence of 
these two metrics is that bounce rate quantifies how many arrivals to the site 
leave immediately whereas exit rate provides information on which pages of a 
site are contributing to customer departure. Many factors determine bounce and 
exit decisions, but bounces are usually generated by customers with no interest 
in the content of the site and are caused by factors external to the website. Exit 
rate is instead generated by the interaction between internal factors of the web-
site and the user. Exits are inevitable but the page location of the exit and 
whether this location is suitable for an exit becomes a question of optimization. 

Detailed examination of the relationships between online user behavior and 
commercial activity has been explored by several researchers. Evidence for a 
positive correlation between site visitation frequency and purchase propensity 
was found in an online book retailer [17]. Consumers who revisited a site over a 
longer period were found to be more likely to react to product exposures with 
greater click proneness than customers that had visited over a shorter interval of 
time [18]. Difference in and previously unknown and hidden user behavioral 
types on online systems can be detected with unsupervised clustering techniques 
with identified behaviors being amenable to visualization tools [19]. A custom-
er’s online behavior is influenced by several endogenous and exogenous factors. 
Access to product information is one such endogenous factor. It was found that 
visitors who consulted product recommendations exhibited more complex on-
line behavior including showing a greater number of page views per session [20]. 

A classic model of the purchasing behavior posits that the purchase process 
begins with an intention to buy [21]. An extension to this allows for the intent to 
purchase to become activated such as when a customer contacts informative 
content [22] [23] [24] [25]. This intent to purchase is time dependent in that 
variation in purchase intention can be expected to occur between days or months. 
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Like an experience in a physical store, insufficient choice or information are 
known to be significant predictors of shopping cart abandonment [26] [27]. Not 
only insufficient information, but any force that raises customer irritation with 
the online environment predisposes abandonment and departure from the site. 
Negative correlations between navigational and informational aspects of website 
design with irritation were found with consumer irritation being particularly 
sensitive to navigational design [28]. In addition to irritation, any form of mis-
match between customer expectation and experience will engender disappoint-
ment and an increase probability of abandonment of the site [29]. In the setting 
of E-commerce, the compatibility between the shopping platform and the cus-
tomer’s prior experiences, expectations, or lifestyle becomes a relevant factor. 

This research was undertaken to add discipline to the many conjectured WA 
relationships. Motivation was initially elicited by whether empirical observations 
of online user behavior on an E-commerce platform can be regarded as realiza-
tions of some learnable data-generating mechanism. If clickstream data is the 
result of a data-generating process (DGP), then it should be amenable to the 
tools of statistical modeling. Capabilities for better understanding and predicting 
variation in online behavior on E-commerce platforms are both informative and 
necessary, particularly with respect to user preference and decision factors. A 
related motivation was whether inter-individual heterogeneity in online beha-
vior on E-commerce platforms was the result of more than one DGP and at what 
level of granularity are these potentially separate DGPs acting. Addressing the 
second question entails determining if distinguishable groups of online visitors 
are identifiable in the data. 

3. Clickstream Conceptual Model and Hypotheses 

Given that the goal of an E-commerce platform is to maximize induction of a 
purchase or commitment to a product, determinants of these behaviors are im-
portant to capture. A graphical representation of the relationships between 
clickstream data supported by the literature is displayed in Figure 1 where ex-
planatory variables are in the boxes and outcome variables are in the diamonds. 
This conceptual model served as the predicate for a set of testable hypotheses. 

Demographic and site usage variables include region of user and whether that 
user is a returning visitor. These are considered important as different geo-
graphical regions may select for different activity on E-commerce platforms and 
past usage of a site should modify a user’s interaction with it. Returning users 
have possession of external information about products offered thereby showing 
a smaller tendency to be convinced to make an impulse purchase on the site. Site 
content and quality encompasses the type of pages visited and the duration spent 
on those pages. Page type is decomposed into administrative, informational, and 
product related with further discussion of this in Section 4. User flow through a 
website as measured by page views is reasoned to impact decisions to complete a 
transaction. Duration can capture several factors such as information processing 

https://doi.org/10.4236/iim.2023.153010


C. Allenbrand 
 

 

DOI: 10.4236/iim.2023.153010 185 Intelligent Information Management 

 

mode used by the visitor, level of confusion by the visitor, or prior experience 
with the page. Technological variables include the browser, operating system, 
and traffic type of the visitor. Browser and operating systems primarily influence 
bounce, exit, and purchasing behavior through website compatibility with the 
browser, errors created due to incompatibility, and difference in search query 
results returned by different browser search engines. Traffic type incorporates 
how the user arrived at the site. This is considered relevant because it is post-
ulated that the method by which a visitor arrives at a site might subsume latent 
motivational or attitudinal features of that visitor. For instance, a user whose ar-
rival at the website occurred by way of a direct typing in of the URL might be 
expected to have a strong underlying motivation to visit the site whereas a user 
who accessed the website through social media may not have as compelling a 
motivation Lastly, temporal factors include the influence that the month, if the 
day was a weekend or not, and the closeness to a special day may have on deci-
sions on the E-commerce platform. 

3.1. Clickstream Conceptual Model 

 
Figure 1. Conceptual model of the interactions hypothesized between clickstream variables. Directed arrows indi-
cate the proposition that the variable which is the origin of the arrow is an independent variable whereas variables 
that are terminal are considered dependent, response variables. 

3.2. Hypotheses 

The hypotheses regarding the existence, direction, and magnitude of the rela-
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tionships posited in Figure 1: 
Hypothesis 1a: 
Previous site usage is negatively associated with a decision to purchase. 
Hypothesis 1b: 
Previous site usage is negatively associated with bounce rate. 
Hypothesis 1c: 
Previous site usage is positively associated with exit rate. 
Hypothesis 2a: 
Site content and quality are positively associated with a decision to purchase. 
Hypothesis 2b: 
Site content and quality are negatively associated with average exit rate. 
Hypothesis 3: 
Association between site content and exit rate is heterogeneous at the previous 

site usage group level 
Hypothesis 4a: 
Previous site usage is negatively associated with variability in exit rate. 
Hypothesis 4b: 
Previous site usage is negatively associated with variability in bounce rate. 
Hypothesis 5a: 
Technological factors are associated with variability in exit rate. 
Hypothesis 5b: 
Technological factors are associated with variability in exit rate. 
Hypothesis 6: 
The amount of viewed product content is negatively associated with variabili-

ty in exit rate. 

4. Data and Empirical Setting 

The dataset is comprised of clickstream data gathered from 12,172 sessions on 
an online retailer’s web platform [30]. Formation of the dataset ensured that 
each session corresponded to a different user over a one-year time. A primary 
reason for this sessionization was to avoid any tendency towards a specific ad-
vertisement campaign, special day, user profile, or time [30]. Table 2 describes 
the variables. Previous site usage was indicated by the value of the VisitorType 
variable. The Administrative, Administrative_Duration, Informational, Infor-
mational_Duration, ProductRelated, and ProductRelated_Duration variables 
represented site content and quality. Browser was chosen as the technological 
factor to examine. The amount of viewed product was indicated by the value of 
the ProductRelated variable. 

5. Analytical Methodology and Framework 
5.1. Response Variable Distributional Analysis 

Proper analytical treatment of the outcome variables begins with an appropriate 
selection of the model structure. Exit rate, bounce rate, and revenue variables are  
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Table 2. Description of the predictors and response variables used in the models. Exit 
rates, bounce rates, and revenue acted as response variables. The other variables were 
candidates as predictors. 

Variable Description 

Administrative Number of account management pages visited 

Informational Number of pages visited about website 

Product related Number of pages visited about products 

Administrative duration Total seconds on administrative pages 

Informational duration Total seconds on informational pages 

ProductRelated duration Total seconds on product related pages 

Bounce rates Average bounce rate of pages visited by user 

Exit rates Average exit rate of pages visited by user 

Page values Average page values of pages visited by user 

SpecialDay Closeness of the session to a holiday 

Month Calendar month 

Operating systems Operating systems of user 

Browser Web browser of the user 

Region Geographic region 

Traffic type Traffic source for arrival 

Weekend Site visited on a weekend or not 

Visitor type User is a new or returning visitor 

Revenue Session finalized with a transaction or not 

 
all bounded. To avoid misspecification of the model for bounce and exit rates, 
empirical distributions were examined to detect which model for the conditional 
distribution would be most appropriate. Values for exit and bounce rates were 
scaled according to a min-max scaling so that observed values were bounded in 
[0, 1]. Densities for both bounce and exit rates across subpopulations of visitors 
are displayed in Figure 2. The data is bimodal with peaks near zero and a small-
er peak near one. This bimodality suggests the possibility of two distinct data 
generating processes that govern exit and bounce behavior. 

To improve the selection of a distributional model, scaled third and fourth 
moments (skewness and kurtosis) were plotted for a set of different theoretical 
distributions with maximum-likelihood estimation used to compute these mo-
ments. Bounce and exit rate exhibited shapes consistent with a beta distribution. 
The third and fourth moment evidence is shown for exit rate in Figure 3 but a 
highly similar result was found for bounce rate. Further maximum-likelihood 
estimation was used to fit the bounce and exit data to beta distributions. Remov-
al of observations making up the right peak in both the bounce and exit data  
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Figure 2. Empirical distributions of the exit rate and bounce rate. The left column shows variation in distributions 
under different visitor types and the right column shows variation in distributions under different decisions to make 
a purchase or not on the website. 

 
resulted in beta fits with greater suitability as displayed in Figure 4 and Figure 
5. Considering these observations, it was decided to remove observations in the 
99th percentile for both the exit and bounce rate data. In both, this amounted to 
about 5.5% of observations being taken out. This process is equivalent to winso-
rization. Doing this does ignore a source of information but enables more accu-
rate modeling of the other 94.5% of observations. 

5.2. Background on Analytical Model Framework 
5.2.1. Logit and Discrete Choice Utility Model 
Discrete choice utility models are used to model the choice a decision maker has 
among a set of alternatives [31]. These models treat the utility or value returned 
by a decision as a random process and have been show to be applicable to many 
domains including retail and commerce [32]. When the choice is binary, between  

https://doi.org/10.4236/iim.2023.153010


C. Allenbrand 
 

 

DOI: 10.4236/iim.2023.153010 189 Intelligent Information Management 

 

 
Figure 3. Plot of sample kurtosis and square of sample skewness calculated via 
maximum-likelihood estimation (MLE) for exit rate (blue dot) and their relation to value 
of these moments from several theoretical distributions. The left displays results for the 
data without 99th percentile removed with estimated skewness = 2.169 and estimated 
kurtosis = 7.13. The right displays results after these observations were removed with 
estimated skewness = 1.931 and estimated kurtosis = 7.28. MLE of the moments were 
repeated for 100 bootstrap samples from the data with resulting estimates shown with 
the yellow points. Observed data has tailedness and skewness consistent with a beta 
distribution. 

 
“yes” or “no”, then the logistic regression model can be used to estimate a dis-
crete choice utility model [33]. 

Consider n observations of a random variable Y that represents a visitor’s de-
cision to purchase or not on the E-commerce platform where, 

1, purchase yes
0, purchase noiy

=
=  =

                    (1) 
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Figure 4. Plots comparing empirical bounce rate data to a maximum likelihood estimation based best fit beta distribution with 
99th percentile of observations removed. MLE based estimates for the first shape parameter of the best beta distribution was 1.084 
and the estimate for the second shape parameter was 5.166. Inspection of the empirical versus theoretical CDFs (lower left) and 
empirical versus theoretical quantiles (upper right) clearly show an improved fit of the data to a theoretical beta distribution with 
the shape parameters. The removal of the extreme observations at the right tail resulted in a better fit. 
 

are the possible values for observation i. We can approximate this variable with a 
linear predictor with p explanatory variables, 

Y X β ε= +                           (2) 

where β  is a 1p×  matrix of coefficients, X is a n p×  data matrix, and ε  is 
a 1n×  matrix of errors. The expectation of Y for observation i is, 

[ ] ˆi i iE y p X β= =                        (3) 

which is the estimated probability of making a purchase where iX  is a row 
vector of X that corresponds to the vector of predictor values for visitor i. By 
probability axioms, ˆ ip  must be bounded in [0, 1] and ( )1 ˆ 1ˆ i ip p+ − = . On the 
scale of the linear predictor, X β , there is no guarantee estimated probabilities 
will satisfy these axioms. Furthermore, using definition of variance for Bernoulli 
random variable, we have, 
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Figure 5. Plots comparing empirical bounce rate data to a maximum likelihood estimation based best fit beta distribution with 
99th percentile of observations removed. MLE based estimates for the first shape parameter of the best beta distribution was 0.206 
and the estimate for the second shape parameter was 3.336. Inspection of the empirical versus theoretical CDFs (lower left) and 
empirical versus theoretical quantiles (upper right) clearly show an improved fit of the data to a theoretical beta distribution with 
the shape parameters. The removal of the extreme observations at the right tail resulted in a better fit. 
 

( ) ( )2 ˆ ˆ1 1i i i i iE p p X Xε β β  = − = −                  (4) 

Which indicates that variance in error is heteroskedastic and so standard OLS 
would yield logically inconsistent estimates that ignore unequal variances. 

A visitor on the site is assumed to face a dichotomous choice with a non-zero 
utility attached to the purchase option and zero utility to the non-purchase op-
tion. Three assumptions are made, 1) the binary choice set is mutually exclusive 
in that no combinations of choices are possible, 2) the choices are exhaustive in 
that no relevant alternative is available, and 3) the visitor to the website selects 
the choice alternative that provides the highest utility. With these assumptions, 
let Ui denote the utility or benefit visitor i achieves when taking the action to 
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purchase so that, 

( )*
i i iU V X E= +                         (5) 

where ( )*
iV X  is a deterministic part of the utility and depends on a set of pre-

dictors that are not necessarily observed and iE  is the random part of utility. 
Here, iE  is assumed to take a logistic distribution which allows for larger tails 
in the error distribution. Utility iU , is continuous but interest lies in whether a 
visitor creates revenue or not. Hence, we redefine Y such that, 

1, 0
0, otherwise

visit
i

U
y

>
= 


                       (6) 

A generalized linear model can be used to model the observed decisions to 
purchase or not, 

e
ˆ

log
ˆ1

i
i

i

p
X

p
β=

−
.                       (7) 

5.2.2. Beta Regression Model 
When the outcome variable is constrained to (0, 1), several complications arise. 
A few of these complications can be ameliorated with a logit transformation of 
expected mean [34]. The beta regression model was proposed to address these 
issues more fully [35] [36] [37] [38] [39]. Main characteristics of the beta regres-
sion model will be presented. Consider an outcome variable ( )0,1Y ∈  assumed 
to follow a beta distribution with density, 

( ) ( )
( ) ( )( ) ( )( )1 11; , 1

1
f y y y µ ϕϕµϕ

µ ϕ
ϕµ ϕ µ

− −−Γ
= −
Γ Γ −

          (8) 

where µ  is the mean of Y, ϕ  is a precision parameter, and ( ).Γ  is the 
gamma function. If observed values for Y are not strictly in (0, 1) then the 
transformation ( )( )1 0.5y n n∗ − +  can be used where n is the sample size [35] 
[36]. The conditional mean of Y, [ ]|Y E Y Xµ = , is related to the predictor va-
riables with an invertible link function g, 

( )1 Yg Xµ β= .                        (9) 

Different links can be used but the logit link retains interpretability in terms of 
the odds ratio. Beta regression allows a flexible variance, 

( ) ( )1
1

Y YVar Y
µ µ

ϕ
−

=
+

.                    (10) 

This more flexible variance becomes indispensable when modeling proportional 
data from heterogeneous populations that exhibit overdispersion or excessive va-
riance. If overdispersion is thought to depend on values of predictor variables, then 
the precision parameter, ϕ , can regressed to the variance boosting factors, 

( )( )2g Z Zϕ γ=                        (11) 

where g2 is an invertible link function, Z is the matrix of predictors, and γ  is a 
parameter vector. Choice of the link function for ϕ  is context dependent but a 
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log link is common. 

5.2.3. More Advanced Beta Regression Techniques 
Extensions to the beta regression model introduced in the previous section are 
possible. In real life scenarios exact 0’s or 1’s may be observed in the data. These 
boundary values can be handled with data transformations that shift the 0- and 
1-point mases to the center of the data. The transformation increases the value 
of the zero and decreases the value of the one observations marginally but allow 
the beta model to be used. However, the 0’s and 1’s may carry meaningful in-
formation that would be lost if transformed. The need to directly model the 0’s 
and 1’s is addressed with the zero-one inflated beta regression model. Readers 
interested in greater details are referred to the literature [40] [41] [42]. 

Data that has been collected across a wide range of individuals might be com-
prised of unobserved clusters of individuals and ignoring this by imposing a 
homogenous model will underfit the data. Explicit attention to variability in ef-
fects is paramount in trying to understand the complex ways variables interre-
late. Heterogeneity between groups of individuals can be tackled with the strate-
gy of model-based recursive partitioning with beta regression tree models [43]. 
This partitioning is like that of the classification and regression tree (CART) 
method but differs in its broader aim of capturing differences in the parameters 
that describe the distribution of the response variable [44] [45]. 

Finite mixtures of beta regression belong to the larger class of finite mixtures 
of regressions which attempt to capture systematic differences in the association 
between variables. Mixtures of regressions introduce latent classes for which the 
effect of a predictor may differ in magnitude and/or direction from the other la-
tent classes. A mixture model is a probabilistic model for the presence of sub-
groups within an overall population without the requirements that those sub-
groups be explicitly labeled [46]. A full exploration of mixture of regressions 
models and its applications are outside the scope of this paper but an extensive 
body of literature can be found on it [47] [48] [49] [50]. 

5.3. Revenue Model 

With the assumption that the decision to purchase or not follows the random 
utility model from Section 5.2.1, the following logistic regression model was 
used to determine if the available clickstream variables captured the process ge-
nerating the revenue response data. 

log
1

_
_

_

i

i

i i i

i i

i i i

i i i

Revenue
Revenue

Administrative Administrative Duration Informational
Informational Duration ProductRelated
ProductRelated Duration ExitRate BounceRate
VisitorType Browser TrafficType

−

= + +

+ +

+ + +

+ + + + i

i i i i

OpeartingSystem
Region Month Weekend SpecialDay+ + + +

    (12) 
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The first six variables are theorized to convey site content and quality infor-
mation. Visitors to the website are assumed to be goal-directed utility maximiz-
ing agents and so time spent on certain pages should assist the visitor in deciding 
on what course of action is benefit-producing. Variables Browser, TrafficType, 
and OperatingSystem are included as they are surmised to encode technological 
preferences, technical knowledge, and technology-website incompatibility. Va-
riables Region, Month, Weekend, and SpecialDay are control variables that 
should adjust for variability in purchase intention seen over various times and 
geographical contexts. ExitRate and BounceRate are included as it is surmised 
that both contain information independent from the other variables 

5.4. Bounce Rate Model 

Bounce rate is the probability a visitor traffics to the website but departs imme-
diately. This response varies between pages on the website and its value is de-
rived from previous arrival and departure events of other visitors which are di-
vergent from visitor i. A flexible probability model of these probabilities which 
can incorporate non-symmetries, complex variance structures, and skewness is 
warranted. The inherent flexibility of the beta distribution with respect to sym-
metry, skewness, and variance structure motivated the choice of a beta regres-
sion model for bounce rate. As bounce rate is theorized to be a process external 
to the website content and quality, independent variables that correspond to in-
ternal aspects of the website were excluded. 

( )
( )

exp
1 expiBounceRate

η
η

=
+

                   (13) 

i i i i

i i i i

VisitorType Browser TrafficType OpeartingSystem
Region Month Weekend SpecialDay

η = + + +

+ + + +
     (14) 

( )expi i i iVisitorType Browser TrafficTypeΦ = + +           (15) 

where η  is the linear predictor for the mean bounce rate and iΦ  is the preci-
sion parameter for visitor i 

5.5. Exit Rate Model 

A beta regression model was chosen to represent dependencies between the exit 
rate and the explanatory variables. The argument to do so closely matches that 
made for the bounce rate. Unlike the bounce rate, a visitor’s observed exit prob-
ability is posited to be more dependent on the user interface and user experience 
of the website. It was decided to include ProductRelated in the precision model 
as this is seen as a proxy for commitment to a goal on the website and it is rea-
soned a visitor should exhibit less variable exit rates when more committed. 

( )
( )

exp
1 expiExitRate

η
η

=
+

                     (16) 
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_
_

_
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Administrative Administrative Duration Informational
Informational Duration ProductRelated
ProductRelated Duration VisitorType Browser
TrafficType Region Month Weekend SpecialDay

η = + +

+ +

+ + +

+ + + + +

    (17) 

( )expi i iVisitorType ProductRealatedΦ = +             (18) 

where η  is the linear predictor for the mean exit rate and iΦ  is the precision 
parameter for visitor i 

6. Results and Discussion 
6.1. Revenue Model 

Any model of user behavior should possess the qualities of being interpretable, 
valid, and useful. Interpretability and practical usefulness are coupled as any loss 
of interpretability will erode how useable the model is. Validity here refers pri-
marily to the predictive accuracy and support of the model on the available data. 
It is for these reasons that variable selection was included in the analysis so that 
the resulting models were as simple as possible yet capable of explaining the ap-
pearance of the observed data. 

To improve interpretability of the revenue model, the least absolute shrinkage 
and selection operator (LASSO) method was employed to filter out independent 
variables (IV’s) that do not contribute to model accuracy. Regularization with 
LASSO was used as a first step for two primary reasons. First, fitting a model 
against the available IV’s would yield non-unique solutions. Second, the model 
inferred should not include parameters that are not justified by the data. Details 
of how LASSO performs variable selection can be found in several sources [51] 
[52]. Cross validation was used to select a value for the lambda parameter for 
which the revenue logistic model achieved the smallest mean cross validation 
error. Mean cross validation error was defined in two ways as either binomial 
deviance or area under the receiver operating characteristic curve. Results of this 
process are shown in Figure 6. Deviance is minimized, and AUC is maximized 
at the models with optimal complexity fitted to an 80% subset of the data. Model 
1 was a full complexity model with all available IV’s included whereas Model 2 
included the variables identified in the variable selection phase. 

To assess the relative quality of the two models, a series of goodness-of-fit 
(GOF) tests were performed. Examination of GOF must involve determining 
whether the fitted model’s residual variation is minor, shows no systematic pat-
terns, and follows variability assumed by the fitted model. Hosmer and Leme-
show’s (HL) C and the le Cessie-van Hourwlignen-Copas-Hosmer (CHCH) un-
weighted sum of square test were used to evaluate global GOF. Both tests specify 
a null hypothesis that the tested model does not need to be more complex. De-
tails will not be explored but can be found in the literature [53] [54]. Judgements 
on the power of each model to explain the phenomena were based on McFad-
den’s adjusted pseudo-R2 which is based on the log likelihood ratio of the fitted  
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Figure 6. Cross validated LASSO on revenue logistic model. Plots show the number of non-zero predictors (top of plots) in a 
model for two different values of estimated out-of-sample error. The left column shows binomial deviance with a minimum at the 
left vertical line and a value at one standard error at the right vertical line. The right column shows AUC with a maximum at the 
left vertical line and a value at one standard error at the right vertical line. 
 

model to the null, intercept only model. It is a relative merit of how close each 
model can approximate the DGP [55]. Communication of each model’s model 
fitting and complexity tradeoff is given by reporting the Bayesian information 
criterion (BIC) and performance of a log likelihood ratio test on the two models. 
Results for each are in Figure 7. 

At the 5% significance level, the HL and CHCH tests indicate that there is in-
sufficient evidence to rule out the null hypothesis, thus concluding that the addi-
tion of interaction terms or nonlinearity to the models is not supported. The da-
ta did support the conclusion that the more complicated model results in a bet-
ter fit to the data when measured by likelihood. However, the difference in 
McFadden’s R2 between the two models is not considerable with the BIC for 
model 2 being 2.8% lower than Model 1. Therefore, it was concluded that the 
addition of extra variables is not supported by the data and Model 2 was pursued 
with estimated effects given in Table 3. Estimates greater than one on site con-
tent variables provides support for Hypothesis 1a whereas the estimate for visi-
tor type less than one provides support for Hypothesis 2a. 
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Figure 7. Goodness-of-fit and model validation tests on the saturated model (Model1) 
and the conceptual model (Model2). 

 
Table 3. Logistic discrete choice model results for modeling of revenue. Odds Ratios are 
reported with standard errors in parentheses. Odds ratios with P-Values less than 0.05 are 
marked by *, less than 0.01 by **, and less than 0.001 by ***. 

Explanatory Variable Odds Ratio CI (95%) P-Value 

Administrative 1.0183* (0.0092) (1.0014, 1.0364) 0.044 

Informational 1.0389 (0.0230) (0.9943, 1.0846) 0.085 

ProductRelated 0.9995 (0.0012) (0.9971, 1.0018) 0.647 

ProductRelated_Duration 1.0001** (0.0000) (1.0000, 1.0001) 0.003 

ExitRate 0.0034*** (0.0014) (0.0015, 0.0073) <0.001 

SpecialDay 0.4430*** (0.1091) (0.2686, 0.7071) 0.001 

Month [Feb] 0.6144* (0.1083) (0.4368, 0.8724) 0.006 

Month [Mar] 0.5544*** (0.0985) (0.0250, 0.5197) 0.011 

Month [May] 0.8753 (0.1446) (0.6759, 1.5860) 0.838 

Month [June] 0.7808 (0.2072) (0.4582, 1.3014) 0.351 

Month [July] 1.0368 (0.2252) (0.3929,.7894) 0.001 

Month [Sep] 0.8656 (0.1787) (0.6367, 1.2177) 0.420 
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Continued 

Month [Oct] 1.1311 (0.2174) (1.0977, 2.0633) 0.012 

Month [Nov] 1.4951* (0.2404) (0.7779, 1.6538) 0.521 

Month [Dec] 0.6144** (0.1083) (0.5773, 1.2985) 0.485 

TrafficType [2] 1.3020** (0.1213) (1.0862, 1.5650) 0.005 

TrafficType [3] 0.8016 (0.0963) (0.6326, 1.0133) 0.066 

TrafficType [4] 1.2231 (0.1603) (0.9450, 1.5801) 0.124 

TrafficType [5] 1.2798 (0.2617) (0.8504, 1.8982) 0.228 

TrafficType [6] 0.9842 (0.1847) (0.6745, 1.4097) 0.932 

TrafficType [7] 2.5208* (0.9795) (1.1368, 5.2893) 0.017 

TrafficType [8] 1.5198* (0.2723) (1.0647, 2.1510) 0.020 

TrafficType [9] 0.6824 (0.5113) (0.1079, 2.3808) 0.610 

TrafficType [10] 1.5240** (0.2458) (1.1064, 2.0834) 0.009 

TrafficType [11] 1.4857 (0.3060) (0.9826, 2.2066) 0.055 

TrafficType [13] 0.5272** (0.1074) (0.3487, 0.7753) 0.002 

TrafficType [14] 0.9024 (0.9306) (0.0754, 5.0996) 0.921 

TrafficType [16] 6.1621 (9.1434) (0.2233, 170.9) 0.220 

TrafficType [20] 1.7307* (0.4336) (1.0443, 2.7982) 0.029 

VisitorType 
[Returning_Visitor] 

0.7616*** (0.0627) (0.6484, 0.8957) 0.001 

 
Examination of the odds ratio column in Table 3 provides access to an inter-

pretation of the estimates. For the Administrative, Informational, and Produc-
tRelated variables, an increase in one more page view would correspond to an 
increase in odds of purchasing by 1.0183, 1.0369, 0.9995. In other words, a 
one-page increase in Administrative would result in about a 1.8% increase in 
odds to purchase. The number of pages regarding account management (Ad-
ministrative) and web site, communication, and address information (Informa-
tional) would be important for new visitors to the site. The estimated effect of 
the duration spent on product related pages appears small, but when considering 
that the maximum observed value for this variable was 63,973 seconds (about 18 
hours) and the standard deviation was 1912 seconds (about 32 minutes), a small 
effect could easily become magnified. Exit rate exhibited the most influence on 
revenue probability where a unit increase in it yields a 99% reduction in odds of 
purchasing. As visitors who visit more pages with higher exit rates can be antic-
ipated to not select the action to purchase. It is important to keep in mind that 
the exit rate is itself influenced by the other predictors and any statement of 
causal effect would require mediation analysis. Month and TrafficType were in-
cluded as control variables as these are less in control space of a web designer. 
Surprisingly, the nearness to a special day had a negative impact on the odds ra-
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tio of making a purchase as the odds of making a purchase decrease by 56% as 
the closeness to a special day increases by one day. This may be due to collinear-
ity with the Month or the fact that any companies may offer incentives during 
holidays that elevate competition and lower propensity for any visitor to convert 
on the website. VisitorType had an estimated negative effect on the odds ratio of 
making a purchase with a 24% reduction in odds of making a purchase for a re-
turning visitor. This is consistent with the supposition that returning visitors are 
more informed consumers and are not susceptible to the conversion mechan-
isms that operate on websites to persuade visitors to buy. 

Given that the predictors are correlated, a quick check of multicollinearity us-
ing variance inflation factors (VIF) was conducted. A large VIF value (>10) for a 
predictor indicates that much of its variation is predictable from the other pre-
dictors. In the presence of high multicollinearity, the precision in estimates is 
low. Table 4 contains all VIF greater than two and shows that issues of major 
multicollinearity are absent. 

The decision to purchase on the website was framed as discrete choice, utility 
maximization problem. Under the assumptions that the decision to purchase 
had a binary choice set, the choice set was mutually exhaustive, and irrelevant 
alternatives did not impact utility calculus, then the estimates for the logit model 
can be formulated as contributions to utility those variables confer, conditional 
on the correctness of the assumptions and the current level of other variables 
and the visitor’s utility. The following were estimated to contribute positively to 
utility on the website—site content and quality (Administrative, Informational, 
ProductRelated_Duration)—whereas factors that are estimated to contribute to 
lower utility—exit decisions, temporal factors (SpecialDay, Month), previous site 
usage (ReturningVisitor). 

6.2. Exit Rate Model 

Exit rate for a visitor is hypothesized to be an intermixture of several processes  
 

Table 4. Variance inflation factors (VIF) for explanatory variables used in discrete choice 
logistic regression model. 

Variable VIF 

MonthNov 6.73 

MonthMay 5.35 

ProductRelated 4.84 

ProductRelated_Duration 4.63 

MonthDec 3.64 

MonthMar 3.53 

MonthOct 2.42 

TrafficType2 2.42 
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including ones involved in the prediction of the intent to purchase. Departure 
behavior is also hypothesized to be a result of forces internal to the website and 
user experience. It is assumed that visitors that traffic to the website and do not 
immediately bounce have some goal that could be satisfied from usage of the web 
site. The web site is tasked with designing and implementing the web system such 
that any interest held by the visitor is channeled into conversion. The beta regres-
sion model will include only those predictors that correspond to site content and 
quality or are involved in the site-user interaction. The logit transformed ex-
pected value for the exit rate and the log transformed precision parameter are 
analyzed as linear functions of certain predictors. Using ( )( )1 0.5ExitRate n∗ − +  
and { }( ) { } { }( )min max minExitRate ExitRate ExitRate ExitRate− −  transforma-
tion made it so that exit rate was bounded in (0, 1). Testing of hypotheses 4, 5, 6 
required VisitorType, Browser, and ProductRelated to be included in the linear 
predictor for the precision parameter. To ease interpretation, three separate 
models were examined whereby only one of the three precision parameter pre-
dictors was used (Model A: VisitorType, Model B: Browser, Model C: Produc-
tRelated). Results for these three separate fits are provided in Table 5. 

It is instructive to emphasize that the proposed DGP for exit rate is believed 
to be primarily a function of factors that are internal to the platform. The 
E-commerce platform serves as an interface between the visitor and personalized 
goals. Although there are numerous design features that are considered to con-
tribute positively to human-computer interaction, a central premise of this work 
is that the usability and perceived usefulness of the web system is of utmost im-
portance to user experience [56] [57]. This focus on a visitor’s viewpoint of the 
quality of a website is justified from three user experience principles: principle of 
predictive aiding, minimization of interaction cost, principle of multiple re-
sources. Predictive aiding states that digital systems should forecast user needs 
and provide tools that ease cognitive burden before it occurs. Minimization of 
interaction cost asserts that a user should be able to accomplish his goal with the 
smallest investment of effort possible [58] [59]. The principle of multiple re-
sources claims visitors can process multiple streams of information and this can 
be exploited to design an informative system [60]. Based on this theory, only site 
content variables, technology variables, and the visitor type variable were in-
cluded in the model. 

Viewing Table 5, it can seen that site content and quality variables – Admin-
istrative, Informational, ProductRelated - and the duration spent on each had a 
considerable influence on exit rate. With attention on Model A, an increase in a 
single page view for the three types of pages results in a reduction in the odds of 
visiting pages with high exit rate. For instance, if a visitor accesses an adminis-
trative page, the reduction in odds of exit rate is about 5.5%. Furthermore, the 
duration of time spent on administrative and product related pages also yields a 
reduction in odds of having a higher exit rate. Estimated values for duration va-
riables are small but are measured in seconds and with large standard deviations  
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Table 5. Estimated results for beta regression models with exit rate as the response. The precsion paramter of the beta model is 
considerd a function of visitor type, web browser, and product related for Models A, B, and C, respectively. 

Explanatory Variable 
Odds Ratio (95% CI) 

Model A Model B Model C 

Administrative 
−0.057*** −0.058*** −0.055*** 

(−0.066, −0.047) (−0.068, −0.049) (−0.065, −0.045) 

Administrative_Duration 
−0.0002** −0.0002** −0.0002* 

(−0.0004, −0.00003) (−0.0004, −0.00001) (−0.0004, 0.00002) 

Informational 
−0.12 −0.011 −0.007 

(−0.037, 0.013) (−0.036, 0.013) (−0.032, 0.018) 

Informational_Duration 
0.00005 0.0001 (0.00002 

(−0.0002, 0.0003) (−0.0002, 0.0003) (−0.0002. 0.0003) 

ProductRelated 
−0.006*** −0.006*** −0.010*** 

(−0.007, −0.005) (−0.007, −0.05) (−0.10, −0.009) 

ProductRelated_Duration 
−0.00003** −0.00003** −0.00001 

(−0.0001, −0.000001) (−0.0001, −0.00001) (−0.0001, −0.000001) 

Browser [2] 
−0.98*** −0.172*** −0.078*** 

(−0.159, −0.037) (−0.237, −0.106) (−0.13, −0.019) 

Browser [3] 
0.092 0.049 0.074 

(−0.159, 0.343) (−0.219, 0.317) (−0.172, 0.321) 

Browser [4] 
−0.188*** −0.264*** −0.168*** 

(−0.296, −0.080) (−0.380, −0.148) (−0.274, −0.063) 

Browser [5] 
−0.212*** −0.353*** −0.179*** 

(−0.345, −0.080) (−0.491, −0.215) (−0.308, −0.050) 

Browser [6] 
−0.212** −0.333*** −0.187* 

(−0.413, −0.011) (−0.540, −0.126) (−0.381, 0.007) 

Browser [7] 
0.067** 0.069*** 0.083** 

(−0.333, 0.467) (−0.359, 0.496) (−0.303, 0.470) 

Browser [8] 
0.036 0.038 0.065 

(−0.197, 0.269) (−0.212, 0.288) (−0.160, 0.290) 

Browser [9] −0.213 −0.838** −0.143 

 (−2.575, 2.150) (−0.920, −0.756) (−2.494, 2.208) 

Browser [10] 
−0.225 −0.391 −0.213 

(−0.429, −0.021) (−0.602, −0.180) (−0.412, −0.015) 

Browser [12] 
−0.358 −0.778** −0.304 

(−1.133, 0.418) (−1.435, −0.122) (−1.078, 0.470) 
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Continued 

Browser [13] 
1.360*** 0.936* 1.451*** 

0.613, 2.107 (−0.011, 1.882) (0.729, 2.173) 

VisitorType [Returning_Visitor] 
1.077*** 0.730*** 0.679*** 

(1.001, 1.153) (0.662, 0.798) (0.612, 0.747) 

Precision Parameter Predictor Estimate:    

VisitorType −0.646*   

Browser [12]  1.286*  

Browser [13]  −0.624*  

ProductRelated   0.009 

Note: *p < 0.1;**p < 0.05; ***p < 0.01. 
 

in the variables, hence effects are magnified. Hypothesis 2b is supported by the 
data as increases in site content and quality demonstrates a negative association 
with average exit rate. This finding is consistent with expectations as pages that 
are most frequently visited are ideally the ones where the visitor should exit. If a 
visitor moves to a low frequency page and departs, this page will have a large exit 
rate. Superior site content and quality should facilitate behavior on the website 
that agrees with the site's objective. It can also be seen that previous site usage 
confers a positive influence on the average exit rate. According to Model A, if a 
visitor has had prior experience with the website, his odds of demonstrating an 
increase in expected exit rate increased by 108% compared to a user without ex-
perience. Hypothesis 1c is therefore supported by the data. Support for Hypo-
thesis 1c and 2b appears to be contradictory but are compatible. Consider that 
returning visitors are assumed to have less uncertainty about their goals on the 
website and are therefore less likely to visit unnecessary pages. Because of this 
mechanism, the pages frequented by returning visitors would correspond to the 
ones where transactions are completed. 

The precision parameter can be estimated using the technique of a generalized 
linear model (GLM). Examining Table 5, previous site usage (VisitorType) has a 
negative influence on the dispersion of exit rate, technological factors (Browser) 
have both positive and negative influences on dispersion in exit rate, and site 
content has a negative influence on dispersion in exit rate. It can be concluded 
that history of usage of the website is estimated to have a negative marginal ef-
fect, choice of technology in the form of a web browser is estimated to display 
both positive and negative marginal effects, and site content as represented by 
the number of product related pages viewed shows a positive marginal effect on 
exit rate. Thus, Hypotheses 4a, 5a, 6 are supported by the data. 

Assessment of goodness-of-fit was performed by examining the pseudo-R2 
proposed by Ferrari and Cibari-Neto [35], which is the squared correlation be-
tween the linear predictor for the mean and the logit-transformed response. BIC 
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and a likelihood ratio test of the fitted models against the null intercept only 
model which assumes that the precision parameter is not a function of any cova-
riates, were also used. Tests for calibration errors in the model were done with 
the Hosmer-Lemeshow and le Cessie-van Houwelingen-Copas-Hosmer tests. To 
further expose model specification issues, deviance residuals were plotted against 
unscaled predictor variables. Results of these tests can be found in Figure 8 and 
Figure 9. Model C was used for residual diagnostics as it demonstrated the larg-
est log likelihood and smallest BIC. 

Residual diagnostics in Figure 9 indicate the presence of bias in the estimated 
 

 
Figure 8. Goodness-of-fit and model validation test results for the three different beta 
regression models. The precsion paramter of the beta model is considerd a function of 
visitor type, web browser, and product related for Models A, B, and C, respectively. 
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Figure 9. Deviance residual plots showing residuals plotted against the predictor variables used in each 
model. 
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model. This is consistent with the results of the le Cessie-van Houwelingen- 
Copas-Hosmer global miscalibration test which suggested that the model re-
quired the addition of bias reducing factors such as non-linear transformations 
of predictors or interaction terms between explanatory variables. 

6.3. Bounce Rate Model 

Unlike the exit rate model, the decision to bounce is hypothesized to be the re-
sult of factors external to the website. If the observed pattern of bouncing from 
pages is determined by external factors, then too much investment in mechan-
isms to decrease it could be wasteful. Three categories of variables were conjec-
tured to have influence on bounce rate. Variables from each of these three cate-
gories were selected to test if bounce rate is dependent on them. Testing of rela-
tionships was conducted by fitting a beta regression model. Variability in bounce 
rate was hypothesized to be a function of two variables: technological variables 
(Browser) and previous site usage (VisitorType). Two separate beta regression 
models were fitted to the data where a linear predictor for the precision parame-
ter included Browser (Model E) or VisitorType (Model D). Results of estimated 
effects are provided in Table 6. 

Hypothesis 1b posited that as a visitor accumulated greater knowledge of the 
website and reduced his uncertainty about his goals, then observed bounce rate 
would decrease. Looking at the estimated for VisitorType in Table 6, the data 
does not support this hypothesis. The estimate is in the opposite direction. One 
might consider that visitors with a greater understanding of the layout and or-
ganization of a website may know how to traffic directly to the page they are in-
terested in. Other websites or browsers may not link to the pages returning visi-
tors enter at. Consequently, the page first seen by a new visitor may immediately 
contradict expectations, thus promoting a bounce. Hypothesis 4b is also not 
supported by the data as it proposed a negative association between previous site 
usage and dispersion in bounce rate. Looking at the results indicate that the es-
timate is in the opposite direction with an estimated positive marginal effect of 
being a returning visitor. It is worth noting that bouncing was hypothesized to 
be strongly dependent on factors exogenous to the website. It can be assumed 
that many of these are unobserved and could complicate the findings. Hypothe-
sis 5b is supported by data which shows that technological factors do influence 
the dispersion in bounce rate. The two browser types with the largest positive 
and negative marginal effects are reported in Table 6. This is highly consistent 
with theory and literature as incompatibilities between browser output and visi-
tor intention can engender immediate departure from the website. 

Assessment of goodness-of-fit was performed by examining the pseudo-R2, 
BIC, and likelihood ratio tests against the null intercept only model. Calibration 
errors in the model were tested for with the Hosmer-Lemeshow and le Ces-
sie-van Houwelingen-Copas-Hosmer tests. Additional concerns with specifica-
tion are documented in deviance residual plots. Results of these tests can be  
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Table 6. Estimated results for beta regression models with bounce rate as the response. 
Model D considers the precision parameter in the beta model to be a function of visitor 
type. Model E considers the precision parameter in the beta model to be a function of web 
browser. 

Explanatory Variable 
Odds Ratio (95% CI) 

Model D Model E 

Month [Feb] 
0.116 0.143 

(−0.122, 0.355) (−0.098,0.383) 

Month [Mar] 
−0.137 −0.113 

(−0.279, 0.005) (−0.256,0.030) 

Month [May] 
0.028 0.047 

(−0.106, 0.163) (−0.089, 0.183) 

Month [June] 
0.157 0.199 

(−0.047, 0.361) (−0.009, 0.408) 

Month [July] 
0.087 0.119 

(−0.093, 0.267) (−0.063, 0.301) 

Month [Sep] 
−0.094 −0.077 

(−0.269, 0.081) (−0.254, 0.100) 

Month [Oct] 
−0.130 −0.119 

(−0.296,0.037) (−0.288, 0.051) 

Month [Nov] 
0.061 0.064 

(−0.076,0.199) (−0.075, 0.203) 

Month [Dec] 
0.013 0.035 

(−0.131, 0.157) (−0.111, 0.181) 

Browser [2] 
−0.102*** −0.290*** 

(−0.164, −0.040) (−0.371, −0.210) 

Browser [3] 
0.226 0.236 

(−0.045, 0.497) (0.087, 0.559) 

Browser [4] 
−0.214*** −0.282*** 

(−0.324, −0.104) (−0.433,−0.132) 

Browser [5] 
−0.123* −0.308*** 

(−0.256, 0.010) (−0.486, −0.130) 

Browser [6] 
−0.148 −0.408*** 

(−0.361, 0.065) (−0.456, −0.130) 

Browser [7] 
−0.183 −2.478*** 

(−0.558, 0.192) (−3.116, −1.840)) 

Browser [8] 
0.028 0.102 

(−0.219, 0.276) (−0.192,0.397) 
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Browser [10] 
−0.234** −0.358** 

(−0.451, −0.017) (−0.660, −0.057) 

Browser [12] 
−0.379 −1.813** 

(−1.243, 0.486) (−3.296, −0.329) 

Browser [13] 
0.194 0.498 

(−0.942, 1.330) (−0.802, 1.797) 

Region [2] 
−0.020 −0.025 

(−0.107, 0.067) (−0.114, 0.063) 

Region [3] 
0.011 0.004 

(−0.054, 0.077) (−0.064, 0.071) 

Region [4] 
−0.031 −0.029 

(−0.116, 0.055) (−0.116, 0.058) 

Region [5] 
0.012 0.025 

(−0.138, 0.162) (−0.129, 0.179) 

Region [6] 
0.035 0.039 

(−0.067, 0.137) (−0.064, 0.143) 

Region [7] 
−0.042 −0.030 

(−0.143, 0.059) (−0.133, 0.073) 

Region [8] 
−0.050 −0.048 

(−0.180, 0.079) (−0.180, 0.084) 

Region [9] 
−0.116* −0.104 

(−0.244, 0.012) (−0.235, 0.026) 

TrafficType [2] 
−1.184*** −0.412*** 

(−1.280, −1.088) (−0.485, −0.339) 

TrafficType [3] 
−0.048 −0.068 

(−0.147, 0.052) (−0.152, 0.016) 

TrafficType [4] 
−0.699*** −0.365*** 

(−0.836, −0.562) (−0.470, −0.260) 

TrafficType [5] 
−0.948*** −0.406*** 

(−1.224, −0.671) (−0.581, −0.231) 

TrafficType [6] 
−0.291*** −0.203*** 

(−0.469, −0.113) (−0.344, −0.062) 

TrafficType [7] 
−2.363*** −0.374* 

(−2.995,−1.730 ) (−0.767, 0.019) 

TrafficType [8] 
−0.572*** −0.321*** 

(−0.792, −0.351) (−0.477, −0.164) 
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TrafficType [9] 
0.172 −0.161 

(−0.335, 0.679) (−0.572, 0.249) 

TrafficType [10] 
−0.700*** −0.348*** 

(−0.888, −0.511) (−0.487, −0.210) 

TrafficType [11] 
−0.362*** −0.212** 

(−0.599, −0.124) (−0.397, −0.026) 

TrafficType [13] 
0.240*** 0.389*** 

(0.107, 0.373) (0.268, 0.511) 

TrafficType [14] 
−3.405*** −0.649* 

(−4.717, −2.093) (−1.332, 0.033) 

TrafficType [16] 
−9.234*** −0.840 

(−9.646, −8.821) (−2.401, 0.721) 

TrafficType [20] 
−0.283* −0.205* 

(−0.583, 0.017) (−0.442, 0.033) 

VisitorType [Returning_Visitor] 
0.452*** 0.431*** 

(0.382, 0.552) (0.358, 0.504) 

Weekend 
−0.022 −0.031 

(−0.078, 0.034) (−0.089, 0.026) 

Precision Parameter Predictor Estimate:   

VisitorType 0.978*  

Browser [7]  2.688* 

Browser [13]  −0.598* 

 
found in Figure 10 and Figure 11. Model D demonstrated the smaller BIC and 
larger log likelihood and hence it was examined in the residual diagnostics. 

The presence of bias in the deviance residual plots in Figure 11 are less pro-
nounced and detectable than in the exit rate model, but the appearance of two 
clusters of residuals above and below zero conveys a bias that may be addressed 
with fitting a mixture model on the data. The appearance of gaps in the residual 
lines is consistent with the skewness of the data and is suggestive of the presence 
of a second mode in the data’s distribution. 

7. Conclusions 

Digitalization of commerce presents opportunities and challenges to firms in-
cluding knowing how to best manage information derived from consumer beha-
vior. A central challenge is how to interact with customers unobtrusively but ef-
fectively. Design of an effective E-commerce platform crucially depends on 
knowledge of visitors. Web analytics and clickstream data analysis are two  
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Figure 10. Goodness-of-fit test and model validation for the bounce rate beta regression 
models. Model D considers the precision parameter in the beta model to be a function of 
visitor type. Model E considers the precision parameter in the beta model to be a function 
of web browser. 

 
approaches to obtain such knowledge. A haphazard implementation of web ana-
lytic techniques represents a risk if it is not grounded in theory and tested ana-
lytically. The importance of E-commerce platforms necessitates a well-informed 
and well-defined evaluation of actionable information in clickstream data. This 
research investigated the dependencies in clickstream data and if the informa-
tion patterns are interpretable from perspective of statistical models. Clickstream 
data from an online retailer was analyzed to ascertain correlation, distributional 
properties, and the extent to which statistical models could supply usable in-
sights of the data. Exploratory investigation of correlation structure revealed that 
both categorical and continuous clickstream variables showed correlation. A 
distributional examination of the bounce and exit rate uncovered that both  
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Figure 11. Deviance residual plots against the predictor variables used in the bounce rate beta regression models. 
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would be amenable to beta regression model analysis. A conceptual model with 
associated hypotheses was tested by fitting the data to three classes of models: a 
logistic discrete choice model to capture associations with purchasing behavior, 
a beta regression model to capture associations with exit rate, a beta regression 
model to capture associations with bounce rate. All hypotheses were supported 
by the data besides hypotheses regarding the influence of previous site usage on 
bounce rate and variability in bounce rate. Previous site usage, site content and 
quality, and web browser preference were shown to impact the decision to pur-
chase, exit rate, and variability in exit rate. Influence of the previous site usage, 
site content, and browser preference on exit and bounce rate variability was de-
termined by modeling the precision parameter of the beta regression models as 
explicit functions of these covariates. Most findings conformed to expectations 
from theory and literature. 

This research was not without its limitations. One of the central assumptions 
used in this research was that the exit and bounce rates were in the open interval 
(0, 1). A shortcoming of excluding 0 and 1 is that the data contained several of 
these boundary observations and a data transformation was used instead. An ex-
it or bounce rate value of 0 or 1 originates from a process separate from the 
process used to create values in (0, 1). Future work could explore zero and one 
inflated beta regression models to determine if they offer additional insight. This 
research was predominantly interested in mathematically tractable and inter-
pretable models. Data exploration showed the potential presence of two subpo-
pulations in the exit and bounce rate data. Only the major subpopulation was 
concentrated as the inclusion of both would forbid a direct beta model. An ap-
proach that would improve the external validity of the models would be to de-
compose the data into two subgroups and model the heterogeneity with a mix-
ture of beta regressions. Another slightly related method to detect the existence 
of intergroup heterogeneity is to apply a beta regression tree model to determine 
if the influence of certain covariates is heterogeneous across different subgroups. 
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