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Abstract 
The traditional Apriori applied in books management system causes slow 
system operation due to frequent scanning of database and excessive quantity 
of candidate item-sets, so an information recommendation book manage-
ment system based on improved Apriori data mining algorithm is designed, 
in which the C/S (client/server) architecture and B/S (browser/server) archi-
tecture are integrated, so as to open the book information to library staff and 
borrowers. The related information data of the borrowers and books can be 
extracted from books lending database by the data preprocessing sub-module 
in the system function module. After the data is cleaned, converted and inte-
grated, the association rule mining sub-module is used to mine the strong 
association rules with support degree greater than minimum support degree 
threshold and confidence coefficient greater than minimum confidence coef-
ficient threshold according to the processed data and by means of the im-
proved Apriori data mining algorithm to generate association rule database. 
The association matching is performed by the personalized recommendation 
sub-module according to the borrower and his selected books in the associa-
tion rule database. The book information associated with the books read by 
borrower is recommended to him to realize personalized recommendation of 
the book information. The experimental results show that the system can ef-
fectively recommend book related information, and its CPU occupation rate 
is only 6.47% under the condition that 50 clients are running it at the same 
time. Anyway, it has good performance. 
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1. Introduction 

Data mining is an algorithm that mines hidden laws from a large amount of data 
for effective analysis, which can efficiently calculate data statistics, pattern 
processing and other related issues. Along with the quick growth of science and 
technology in our country, the speed of knowledge renewal and change is fast. A 
large amount of new knowledge is continuously integrated into people’s produc-
tion and life. Books are an important channel for people to acquire knowledge 
especially for students in major universities. The demand for knowledge is in-
creasing and libraries are the main source. However, with the continuous circu-
lation and increase of books, the increase of borrowers and book information 
has raised the difficulty of book management. An efficient book management 
system for information recommendation plays a significant role in improving 
the learning efficiency of borrowers and book management [1]. 

The research on book recommendation system has been a new trend in recent 
years. The research on library personalized recommendation service started 
from the Digital Library Program launched in the United States in 1991. The re-
search on the application mode of data mining technology in the field of library 
management has become an important subject in academic research, which ef-
fectively promotes the rapid development of data mining technology in library 
management application in Europe and the United States. Took readers’ usage 
as the object, Michael Cooper adopted scientific approach such as clustering 
analysis and association rules to analyze and process readers’ access records and 
browsing information, and predict readers’ usage habits and behavior trends [2]. 
Takanori Kuroiwa et al. [3] built a knowledge base (KB) based on the book in-
formation selected through web service, and developed book utilization system 
(BUS), so that, users can search books through web service. Furthermore, an in-
frastructure was created to visualize user preferences extracted from KB, so as to 
share existing books among users. Shuntaro Yada [4] proposed a system named 
Serendy where referenced book information of friends on Twitter was presented 
to readers who seldom read books. Serendy did not depend on the interests of 
user or the content of book, but on the social capital of users in social network-
ing service (SNS). Through the closed beta testing, algorithm of Serendy has 
been enhanced to accurately identify the book information mentioned in the 
tweet. With the continuous improvement of data mining theory and its applica-
tion technology in library information management, personalized information 
recommendation system has been paid attention to by libraries in various coun-
tries. Foreign libraries have developed a variety of book recommendation sys-
tems. Typical personalized recommendation systems include “Tapestry” system, 
“Fab” system, “SiteSeer” system and “CiteSeer” system [5]. Compared with for-
eign research, domestic research started late, but also made breakthrough 
progress. At present, the representative ones in China are the personalized rec-
ommendation system of the digital library of Renmin University of China, the 

https://doi.org/10.4236/iim.2020.123006


Y. W. Zhou 
 

 

DOI: 10.4236/iim.2020.123006 77 Intelligent Information Management 

 

“My Digital Library” of the National Science Digital Library of the Chinese 
Academy of Sciences, the “MyLibrary” system of the library of Zhejiang Univer-
sity, and the “Library Automation Integration System” developed by Shenzhen 
Library. Another example is LUKA, the search engine of the Institute of Intelli-
gence studied by Shanghai JiaoTong University, Open Bookmark of Tsinghua 
University, Web Semantic Analysis of Chinese Academy of Sciences, ECMiner 
proposed by Fudan University, etc. [6]. 

In China, data mining technology is used to mine reader information and 
borrowing information of university libraries, and the mining results are applied 
to personalized service of libraries. Some achievements have also been made in 
this research and application. Chen et al. [7] built an acupuncture books know-
ledge platform to provide users with retrieval service. The platform uses a variety 
of data mining techniques to achieve automatic text extraction. Finally, through 
association mining and decision analysis, a comprehensive intelligent analysis of 
diseases and symptoms, meridians, acupuncture points, and acupuncture rules 
in ancient acupuncture books was realized, and retrieval service was provided to 
users through browser/server structure. Guo et al. [8] established a decorrelated 
principal component analysis model based on correlation theory to obtain the 
main interfering factors of book user evaluation. Secondly, they have established 
a predictive scoring system based on linear regression theory, which can predict 
the score of books. Finally, they built a collaborative filtering model for book 
recommendation. These studies are of great significance to the development of 
domestic recommendation systems [9]. 

However, at present, there are many kinds of recommendation systems, and 
the algorithms of recommendation are totally different. Some algorithms make 
use of the content that users usually use, and some algorithms make use of the 
knowledge of users. Although these recommendation methods have their own 
advantages, their degree of matching with the actual needs of users is still low. At 
the same time, the recommendation system also faces the problem of perfor-
mance optimization. In order to solve these problems, this paper designs a book 
management system for information recommendation based on Apriori data 
mining algorithm. Using the efficient mining function of the improved Apriori 
data mining algorithm, the strong association rules in the reader borrowing da-
tabase are mined. The development direction and correlation degree of various 
subject can be mined from the book borrowed by the borrower, association 
matching can be carry out with the books selected by the borrower according to 
the mined strong association rules, and the book information associated with the 
read books can be pushed to the borrower. The realization of personalized rec-
ommendation service is convenient for librarians to purchase, catalogue and 
classify, and provides students with required book resources. Finally, using the 
Shanghai Maritime University Library borrowing statistics as the data source, 
the experimental results show that the scheme can accurately and effectively 
recommend related books to borrowers. In addition, compared with the existing 
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scheme, this scheme has smaller memory consumption.  
The following paper is arranged as below: The second section describes the 

Overall structure and functional modules of the book management system; The 
third section introduces the traditional Apriori data mining algorithm and im-
proves it. Based on the contents of the second and third sections, the fourth sec-
tion uses the improved Apriori algorithm to realize the personalized information 
recommendation sub-module. The fifth section makes an experimental analysis 
of the book recommendation system based on the improved Apriori algorithm, 
which verifies that the book recommendation system in this paper can accurate-
ly mine book related information and effectively reduce the memory occupied 
by the computer. Finally, the sixth section is the conclusion of the paper. 

The main contributions of this paper are as follows: 
1) This paper designs a book recommendation system based on the improved 

Apriori algorithm, which can mine the strong association rules in reader’s bor-
rowing statistics data set, and match the strong association rules with the books 
borrowed by the readers, and recommend the related books to the readers. The 
algorithm can effectively provide personalized recommendation services, and 
has a higher performance compared with the traditional systems. 

2) The book recommendation system designed in this paper can not only 
recommend books related to books they borrowed, but also provide teaching 
reference for college teachers. College teachers can add relevant knowledge in 
the teaching process through the mining results, so that students can better un-
derstand the course knowledge. It can be seen that the scheme of this paper is of 
great significance for the development of intelligent book management. 

2. The Overall Structure of Book Management System for  
Information Recommendation 

2.1. Overall Structure 

The book management system for information recommendation designed in 
this article combines the C/S (client/server) architecture and the B/S (brows-
er/server) architecture. Modules implemented by C/S architecture, such as sys-
tem management module and data mining management module, are open to the 
library staff. Modules implemented by B/S architecture, such as book searching 
module, borrowing record module and personalized recommendation module, 
are open to readers in the library. The overall structure of the system is shown in 
Figure 1. 

2.2. Functional Modules 

As shown in Figure 2, the functional modules of the system include system 
management module, book borrowing management module and information 
recommendation module. Among them, the system management module and 
the book borrowing management module respectively realize the overall 
management of the system and book borrowing situation management, the  
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Figure 1. Overall structure of book management system for information recommenda-
tion. 
 

 
Figure 2. Structure of overall function of system. 
 
information recommendation module is the most crucial functional module of 
the system. 

Since our system is designed specifically with information recommendation in 
mind, this article will focus on the information recommendation module, which 
mainly includes three sub-modules: data preprocessing [10], association rule 
mining [11] and information recommendation. The data preprocessing 
sub-module extracts relevant information about books and borrowers from the 
book-borrowing database and collects data for cleaning, conversion, and inte-
gration processing; The association rule mining sub-module uses an improved 
Apriori data mining algorithm and takes the processed data as item set to dis-
cover strong association rules with satisfied support degree (greater than mini-
mum support threshold) and satisfied confidence coefficient (greater than 
minimum confidence coefficient threshold) based on item sets coming from the 
processed data. The rules discovered will be stored in the association rules data-
base; The information recommendation sub-module works with this database of 
rules to match books selected by readers, and sends borrowers an notification 
containing information associated with their choice of books, thereby achiev-
ing the functionality of personalized information recommendation [12] [13] 
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[14] [15]. 

3. Improved Apriori Data Mining Algorithm 

Major data mining techniques include association rule mining, data classifica-
tion mining, data clustering mining, etc. Apriori algorithm is a highly efficient 
data mining algorithm based on association rules. In consideration of subse-
quent development on Apriori and analysis of association rules, relevant defini-
tions are provided as follows: 

Let the set of required mining items be { }1 2, , , mI i i i= 
. T is the collection of 

all transactions. 
Confidence coefficient: confidence coefficient refers to the “credibility” of an 

association rule. If A and B are both item sets, itemset A and itemset B have the 
following relations for transaction set : , ,S A S B S A B∈ ∈ ≠ ∅ , and the con-
fidence of A B⇒  equals to The number of tuples with item sets A and B/the 
number of tuples with itemset A. 

Support degree: the support degree of an association rule reveals the proba-
bility that both itemset A and itemset B appear in a transaction at the same time. 
The support degree of A B⇒  is the number of tuples with itemset A and 
itemset B/the sum of all tuples. 

Strong association rule: mining strong association rules in the collection of 
all transactions is a type of association rule mining in data mining. Let the min-
imum support threshold be min_sup, and the minimum confidence threshold be 
min_conf. If, in a collection of transactions T, both Support degree
( ) _A B min sup⇒ ≥  and Confidence coefficient ( ) _A B min conf⇒ ≥  are 
satisfied, then A B⇒  is a strong association rule in T. 

Although the traditional Apriori algorithm [16] is capable of discovering 
strong association rules in a database, it has several performance limitations, 
such as: too many database scans and too many candidate item-sets which re-
sults in slow operation. The essence of Apriori data mining algorithm in associa-
tion rules is mining strong association rules from the database with support de-
gree greater than the minimum support threshold and confidence greater than 
the minimum confidence threshold. Building upon this essence, it is possible to 
improve the algorithm. Letting frequent item sets be sets of data that satisfy the 
aforementioned double thresholds, the improvement on Apriori is described as 
follows: 

Data obtained by scanning the database of books is rendered in a Boolean 
matrix S, in which a row represents an item and a column represents a transac-
tion. The obtained Boolean matrix S is as follows: 

11 1

1

n

ij

m mn

T T
T

T T

 
 
 
  



 



                         (1) 

where: 1,2, , ; 1, 2, ,i  m j n= =   
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Table 1 contains an example of a transaction database. The improvement on 
Apriori will be described using this example. 

After Equation (1) is initialized, scanned values can be assigned to initialized 
matrix. If transaction 1T  contains item “1”, then 11 1T = , otherwise 11 0T = . 
The assigned Boolean matrix is as follows: 

1 0 0 1 1 1 0 1 1
1 1 1 1 0 0 0 1 1
0 0 1 0 1 1 1 1 1
0 1 0 1 0 0 1 0 0
1 0 0 0 1 1 0 1 0

S

 
 
 
 =
 
 
  

                 (2) 

Numbers in the same row are added to obtain frequent item sets 1L : (“1” 6) 
(“2” 6) (“3” 6) (“4” 3) (“5” 4). Next, the numbers in each column are added and 
those with a sum less than 2 are removed. Then, “AND” operation is performed 
on 1 jT  and 2 jT , 1 jT  and 3 jT , 1 jT  and 4 jT , and so on. The result of “AND” 
operation of the first two rows is the support degree for (1 2), which can be cal-
culated to be 4. In the same manner, the minimum support degree can be calcu-
lated to be 2. Since a transaction must have at least three items in order for it to 
be used for the obtainment of 3-item frequent item sets, the sum of each column 
of each row is calculated and those with a sum inferior to 3 are removed. The 
result can be described in a Boolean matrix as follows: 

1 0 0 1 1 1 0 1 1
1 1 1 1 0 0 0 1 1
0 0 1 0 1 1 1 1 1
1 0 0 0 1 1 0 0 0
1 0 0 0 1 1 0 1 0
3 2 2 3 3 3 2 4 3

S

 
 
 
 

=  
 
 
 
  

                (3) 

From Equation (3) it can be seen that the sum of 2 3,T T  and 7T  are all 2. It is 
impossible to obtain 3-item item sets from them, so they should be removed. 

The self-join rule is applied to frequent item sets L2 to obtain C3: (123) (124) 
(135) (124) (245) (235). When “ADD” operation is performed on the first three 
rows and C3, the result is 2, which is to say, the number of occurrences of (123) 
is 2. Similarly, the result of “AND” operation on row 1, 2, 5 and C3 is also 2. In  
 
Table 1. Database of transactions. 

Transaction Items Transaction Items 

T1 1, 2, 5 T6 1, 3, 5 

T2 2, 4 T7 3, 4 

T3 2, 3 T8 1, 2, 3, 5 

T4 1, 2, 4 T9 1, 2, 3 

T5 1, 3, 5   
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the same vein, the occurrences of (125), (135) and (235) can be determined to 
be, respectively, 2, 3 and 1. Then, L3 is achieved. From here it can be inferred 
that only one 4-item item sets exist with a support degree of 1. The algorithm 
terminates. 

4. Personalized Information Recommendation Sub-Module 

In 3, strong association rules are obtained with an improved Apriori algorithm 
and stored in the association rules database. When a reader logs in to the library 
system, identifies books of interest and starts reading, the personalized informa-
tion recommendation sub-module uses the association rules database to find 
matches for the selected books. It then sends a notification containing informa-
tion on the matched books to reader, giving the latter more room for choices. 

The work of personalized information recommendation sub-module is done 
with the help of book identifiers. When a reader chooses a book, the system 
matches the identifier of the book selected with identifiers of books associated to 
it in the association rules database, and then sends a notification about the asso-
ciated books to the reading page of the reader. When a reader finishes with se-
lecting books, the personalized information recommendation sub-module adds 
the selection to the book-borrowing database, resumes association rule calcula-
tions and then updates the database. 

The personalized information recommendation sub-module achieves its epo-
nymous purpose through notification about books, which makes the system 
more intelligent and more personalized. The structure of the sub-module is 
shown in Figure 3. 

Today, libraries are usually digitally managed. Personalized information rec-
ommendation systems are therefore paramount for the efficient management of 
digitally powered libraries. Such systems not only allow information about books 
to circulate efficiently, they can also increase reader satisfaction. They constitute 
a big improvement on the traditional passive information providing method, 
rendering the management of libraries more digitalized and more intelligent. 
 

 
Figure 3. Structure diagram of personalized information recommendation submodule. 
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5. Case Analysis 

In order to test the book recommendation functionality of the system, experi-
ment was done on a server with Windows 7 operating system, Ryzen 7 2700X 
CPU and 8G memory. 

Ten borrowing records were randomly selected from all book-borrowing 
records of the library of SMU. Details are shown in Table 2. 

For the sake of convenience, book identifiers will be hereafter mapped to and 
expressed as A1, A2, ∙∙∙ Records of book-borrowing transactions can be thus ob-
tained, as shown in Table 3. 

The system calculated association rules through an improved Apriori algo-
rithm and obtained a collection of frequent item-sets as shown in Table 4. 

Strong association rules satisfying minimum confidence (set as 80%) were 
found based on the frequent item-sets, the results are shown in Table 5. From 
the strong association rules in Table 5 it can be inferred that books in the TP337 
class can be recommended to readers who have borrowed books in the TP301.6  
 
Table 2. Records of borrowing. 

Reader No. Quantity Book identifiers 

201830310001 5 TP312.5, TP392.3, TP311.52, TP392.3, TP312 

201830210109 5 TP311.5, TP313, TP317, TN911.73, TP311.52 

201830610003 5 TN911.73, TP316, TP301.6, TP368, TP337 

201830710190 5 TP311.52, TP325, TP374, TN911.73, TP337 

201830410286 3 TP374, TP368, TP326 

201830810345 4 TP301.6, TP374, TN911.73, TP311.52 

201830210076 3 TP301.6, TP368, TN911.73 

201830110054 5 TP301.6, TP331, TP301.6, TN911.73, TP311.52 

201830610032 5 TP301.6, TP374, TP331, TN911.73, TP337 

201830810044 5 TP311.7, TP311.52, TP374, TP362, TP337 

 
Table 3. Recorded transactions of borrowing. 

Reader No. Book identifiers 

201830310001 A1, A2, A3, A4, A5 

201830210109 A3, A6, A7, A8, A9 

201830610003 A9, A10, A11, A12, A13 

201830710190 A3, A14, A15, A9, A13 

201830410286 A15, A12, A16 

201830810345 A11, A15, A3, A9 

201830210076 A9, A11, A12 

201830110054 A11, A17, A3, A9, A18 

201830610032 A15, A11 A13, A9, A17 

201830810044 A19, A3, A13, A20, A15 
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Table 4. Frequent item-sets. 

Frequent item Frequency Support Degree/% 

A3 6 60 

A9 7 70 

All 5 50 

A13 4 40 

A15 5 50 

 
Table 5. Association rules results. 

Strong association rule Support Degree/% Confidence Coefficient/% 

( )9 11 13,A A A⇒  40 81.4 

( )9 11 11,A A A⇒  40 97.3 

11 9A A⇒  50 88.5 

13 9A A⇒  40 99.0 

15 9A A⇒  40 85.1 

15 11A A⇒  40 81.9 

 
class and books in the TN911.73 class; books in the TN911.73 class can be rec-
ommended to readers who have borrowed books belonging to TP301.6 and 
books belonging to TP337; books in the TP301.6 class can be recommended to 
readers who have either borrowed from either the TN911.73 class or from the 
T392 class; books in the TP319 class can be recommended to readers who have 
borrowed from the TP374 class. From the above experiment it can be seen that 
the system is capable of accurately and effectively recommend relevant books to 
readers. 

In order to further evaluate the performance of our system, its time perfor-
mance and mining performance were recorded during the above procedure and 
then compared to the performance of a hybrid cooperative system [17] and a 
K-means system. Results of the comparison are shown in Figure 4 and Figure 5. 

From the results on time performance in Figure 4, it can be seen that the run 
time of our system was the lowest when support degree was in the range between 
20% and 60%, whereas both the other two systems took significantly longer time 
to run, whatever the minimum support degree was set to be. The time perfor-
mance of our system can be thus proved satisfactory and superior. 

From the results on mining performance in Figure 5, it can be seen that the 
numbers of frequent item-sets of our system were the lowest when support de-
gree was in the range between 20% and 60%, while the numbers of the other two 
systems were significantly higher. Mining performance is a direct indicator of 
information recommendation accuracy. The recommendation accuracy of our 
system can be thus proved satisfactory and superior. 

The system performance of our system was measured by running a series of 
tests, each with a different number of clients and comprised of 10 trials. It was  
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Figure 4. Comparison of time performance between three systems. 

 

 
Figure 5. Comparison of mining performance between three systems. 

 
then compared with the system performance of the other two systems. The av-
erage performance of the 10 trials of each test is shown in Table 6. 

From the results in Table 6, our system can be observed to have small CPU 
and memory usage. In the condition where 50 clients were running simulta-
neously, the CPU utilization rate was only 6.47% and only 25.59% of memory 
was used, which is evidently superior to the other two systems. This proves that 
our system has good system performance. It can assume its role of book infor-
mation recommender with ease even when a large quantity of clients is running 
concurrently. 

6. Conclusion 

The book recommendation management system described in this paper mines 
strong association rules based on an improved Apriori algorithm. The im-
provement on Apriori can effectively help the mining of strong associations be-
tween books and utilize the mining results to recommend relevant books to 
readers, thus offering them a personalized service. The information mined can 
also serve as references for university professors in their teaching. The latter can  
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Table 6. Comparison of system performance of three systems. 

Number 
of clients 

Our system Hybrid cooperative system K-means system 

CUP% Memory% 
Average 
response 
time/ms 

CPU% Memory% 
Average 
response 
time/ms 

CPU% Memory% 
Average 
response 
time/ms 

5 1.21 22.45 282 2.67 23.59 452 2.29 23.54 379 

10 1.65 22.98 367 2.93 24.20 510 2.69 23.85 423 

15 2.01 23.43 456 3.34 24.79 616 3.01 24.50 487 

20 2.02 23.98 488 3.67 25.32 686 3.81 24.78 523 

25 2.67 24.01 513 3.99 25.69 709 4.13 25.32 579 

30 3.51 24.23 523 4.34 26.01 748 4.79 25.47 603 

35 4.12 24.87 579 4.90 26.52 807 5.19 26.60 678 

40 4.34 24.89 613 5.45 26.89 845 5.88 26.83 697 

45 5.78 25.23 646 6.10 27.66 880 6.47 27.12 789 

50 6.47 25.59 694 7.61 27.99 918 7.28 27.49 818 

 
incorporate associated knowledge in their classes to help student better absorb 
course materials and have a better understanding. The system not only accu-
rately recommends relevant book information, but also has a small CPU and 
memory usage, guaranteeing a smoother experience in its personalized recom-
mendation service. 
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