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Abstract 
Conventional gradient-based full waveform inversion (FWI) is a local opti-
mization, which is highly dependent on the initial model and prone to trap-
ping in local minima. Globally optimal FWI that can overcome this limitation 
is particularly attractive, but is currently limited by the huge amount of cal-
culation. In this paper, we propose a globally optimal FWI framework based 
on GPU parallel computing, which greatly improves the efficiency, and is ex-
pected to make globally optimal FWI more widely used. In this framework, 
we simplify and recombine the model parameters, and optimize the model 
iteratively. Each iteration contains hundreds of individuals, each individual is 
independent of the other, and each individual contains forward modeling and 
cost function calculation. The framework is suitable for a variety of globally 
optimal algorithms, and we test the framework with particle swarm optimiza-
tion algorithm for example. Both the synthetic and field examples achieve 
good results, indicating the effectiveness of the framework.  
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1. Introduction 

Rayleigh wave exploration is a very useful geophysical method, it has very high 
resolution in near-surface exploration (Socco et al., 2010). Multi-channel analy-
sis of surface waves (MASW) is the most widely used method in surface wave 
exploration (Xia et al., 1999). The main idea of MASW is extracting dispersion 
curve manually, and getting the local 1D S-wave velocity profiles by dispersion 
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curve inversion. The dispersion curve extracting is highly dependent on subjec-
tive judgement and experience. When geological conditions are complex, energy 
mixing and pseudo multi-mode may happen (Zhang, 2011), it’s difficult to ex-
tract accurate dispersion curve manually. In addition, because the theoretical 
dispersion curve is based on the assumption of 1D flat layered model (Knopoff, 
1964), dispersion curve inversion can only solve the problem of horizontal layered 
media, which is often not the case in real strata.  

Full waveform inversion (FWI) in time-domain (Tarantola, 1984) and FWI in 
frequency-domain (Pratt, 1990) were proposed successively to solve complicated 
geological issues. Since FWI does not need to extract dispersion curve manually and 
has no restriction on the distribution of media, it has broad application prospects 
and developed rapidly in recent years (Romdhane et al., 2011; Pan et al., 2018). 

Forward modeling is of fundamental to FWI, Rayleigh wave simulation is 
mainly based on the research of Virieux (1986). The finite-difference method 
(FDM) is the most widely used method at present for its high efficiency and ac-
curacy (Bohlen, 2002). Due to the huge amount of calculation of FWI, the con-
ventional gradient-based FWI is a local optimization (Liu et al., 2017). However, 
compared with dispersion curve inversion, FWI has more parameters, and is 
more nonlinear and nonunique. Locally optimal FWI is prone to trapping in lo-
cal minima, and its success greatly dependent on the initial model. Thus, global-
ly optimal FWI that can overcome this limitation is particularly attractive 
(O’Neill et al., 2003). 

GPU parallel computing has some applications in Rayleigh wave gradient- 
based FWI for getting single modeling waveform or gradient (Fang et al., 2018). 
However, GPU parallel computing is more suitable for a large number of inde-
pendent forward modeling in globally optimal FWI. In this paper, we propose a 
Rayleigh wave globally optimal FWI framework based on GPU parallel compu-
ting, which is globally optimal and efficient. The framework is suitable for a va-
riety of globally optimal algorithms, and we test our framework with particle 
swarm optimization algorithm (PSO) for example. 

2. Methodology 
2.1. Forward Modeling Method 

For the 2D isotropic media, the first-order linear partial differential equation of 
motion describing elastic wave propagation is as follows (Virieux, 1986): 
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where Vx and Vz are the particle velocity vectors of x-axis and z-axis, respective-
ly; σxx, σxz and σzz are stress tensors; ρ is density; λ and μ are the first and second 
Lame coefficients, respectively. 

The process of forward modeling by GPU parallel computing is shown in 
Figure 1.  

2.2. PSO Inversion Method 

PSO is a globally optimal algorithm inspired by a flock of birds searching for 
food (Kennedy & Eberhart, 1995). The idea of PSO is that each particle makes 
the misfit to minimum according to the best position of particle misfit history 
(pbest) and swarm misfit history (gbest). In the PSO method, a trial model will 
be transformed into a series of variables, the variables to be solved are called po-
sition (x), and the position increments are called velocity (v), we update the po-
sition iteratively via Equations (2)-(5). 

min{ ( )}, 1,2, ,k j
i ipbest x j k= Φ =                 (2) 

min{ ( )}, 1, 2, , ; 1, 2, ,k j
igbest x i M j k= Φ = =           (3) 

1 1k k k
i i ix x v+ += +                         (4) 

1
1 1 2 2( ) ( )k k k k k k

i i i i iv v a r pbest x a r gbest xω+ = + − + −            (5) 

where Φ is the objective function; i and k are the number of particle and itera-
tion, respectively; M is the total number of particle; ω is the inertia weight, which 
increases exploration and avoids elitism; k

ix  and k
iv  are the position and velocity 

of the ith variable at the kth iteration, respectively; 1a  and 2a  are the local and 
global weights, respectively; r1 and r2 are the random numbers between 0 and 1. 
 

 
Figure 1. The flowchart of FDM by GPU parallel computing. 
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3. Speed-Up Analysis 

Due to the huge amount of calculation of FWI, the conventional FWI is mainly 
gradient-based. To make globally optimal FWI more widely applied, its opera-
tional efficiency must be improved. We set up four grid models (Table 1) to test 
the efficiency of GPU parallel computing, and their parameters are the same ex-
cept for the number of blocks. Where ∆x and ∆z are the length of blocks in 
x-axis and z-axis, respectively; ∆t is the time interval; nx and nz are the number 
of blocks in x-axis and z-axis, respectively; nt is the number of time; fc is the 
center frequency of source; t0 is the time shift of source. We use spatial 8th-order 
and temporal 2nd-order finite-difference method for all the grid models in this 
paper. 

We wrote the code by MATLAB, C++, and CUDA, the MATLAB and C++ 
code only runs on CPU, the CUDA code runs on CPU and GPU, and their run-
times are shown in Table 2. The speed-up ratio is equal to runtime of C++ di-
vided by runtime of CUDA, the GPU usage is the usage of GPU in CUDA com-
puting. The results are tested on an entry-level laptop, and the CPU model is In-
tel Core i5-10210U, the GPU model is NVIDIA GeForce MX350, the RAM size 
is 16 GB. 

As can be seen from the test results (Table 2), MATLAB is not suitable for 
globally optimal FWI because their runtimes are too long. GPU parallel compu-
ting can greatly improve computing efficiency, and the higher the GPU usage, 
the higher the speed-up ratio. To avoid running the GPU at full capacity, the 
grid model of #G3 is suitable for following computation, and readers can choose 
the appropriate grid model according to their own situation. 
 
Table 1. Parameters of grid models. 

Grid 
Model 

∆x 
(m) 

∆z 
(m) 

∆t 
(ms) 

nx nz nt 
fc 

(Hz) 
t0 

(ms) 

#G1 0.5 0.5 0.2 256 128 2048 25 80 

#G2 0.5 0.5 0.2 512 256 2048 25 80 

#G3 0.5 0.5 0.2 1024 512 2048 25 80 

#G4 0.5 0.5 0.2 2048 1024 2048 25 80 

 
Table 2. Runtime of different languages and their speed-up effects. 

Grid 
Model 

MATLAB 
Time (s) 

C++ 
Time (s) 

CUDA 
Time (s) 

Speed-up 
Ratio 

GPU 
Usage 

#G1 26 7.4 1.4 5.29 23% 

#G2 148 26.6 4.6 5.78 73% 

#G3 882 98.4 16.4 6.00 91% 

#G4 - 375.1 62.4 6.01 99% 

https://doi.org/10.4236/gep.2023.113019


Z. Le et al. 
 

 

DOI: 10.4236/gep.2023.113019 331 Journal of Geoscience and Environment Protection 
 

Additionally, GPU computing is a litter different from CPU computing in that 
GPU computing takes a lot of time to allocate and free variable memory. We 
record the runtime of different parts in Table 3, we can see that the time of 
memory allocation and freeing almost the same in different models. Therefore, 
we can further improve efficiency by allocating memory for all variables at once, 
and freeing memory at once after multiple forward modeling. To verify the effi-
ciency improvement of allocating and freeing memory at once, we perform grid 
model of #G1 (Table 1) for multiple modeling. The results are shown in Table 4, 
and the efficiency improvement is obvious. 

4. Parameters Optimization 
4.1. Parameters Simplification 

In conventional gradient-based FWI, every grid parameter is variable, namely, 
the number of variable parameters in model #G1 is 256 * 128 (=nx * nz). Unlike 
gradient-based FWI, we greatly simplify the grid parameters by introducing 
number of layers (nl) and number of layer-points (np). We take the model of 4 
layers and 5 layer-points (Figure 2) for example. Each point in each layer has Px 
and Pz positions, and the Px positions of the beginning and end of each layer are 
fixed, namely, 2np − 2 positions per layer. Thus, the parameters include nl layer 
velocities and np positions, totally, nl + (2np − 2) * (nl − 1) parameters. Actually, 
the number of variable parameters is reduced from 32,768 (=256 * 128) to 28, 
and the inversion efficiency is greatly improved. 
 

 

Figure 2. Parameters of the 4 layers and 5 layer-points model. Where the beginning of 
each layer is fixed to 0, and the end of each layer is fixed to the right boundary of the 
model (=nx * ∆x). 
 
Table 3. Runtime of different parts in GPU parallel forward modeling. 

Grid 
Model 

Memory 
Allocation (s) 

Computing 
(s) 

Memory 
Freeing (s) 

Total 
Time (s) 

#G1 0.921 0.472 0.007 1.4 

#G2 0.946 3.647 0.007 4.6 

#G3 0.975 15.418 0.007 16.4 

#G4 0.996 61.396 0.008 62.4 
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Table 4. Speed-up effect of GPU parallel in multiple forward modeling. 

Modeling 
Times 

C++ 
Time (s) 

CUDA 
Time (s) 

Speed-up 
Ratio 

1 7.4 1.4 5.29 

16 116.8 16.4 7.04 

128 934.0 123.2 7.58 

1024 7397.3 961.0 7.70 

4.2. Parameters Recombination 

In globally optimal FWI, we perform multiple forward modeling each iteration, 
and parameters are recombined to further improve efficiency. For instance, we 
adopt #G1 model (nx = 256, nz = 128) to perform 128 modeling at one iteration, 
which means the length of parameter Vp is 256 * 128 * 128. As mentioned above, 
grid model of #G3 (nx = 1024, nz = 512) is suitable to get the maximum GPU 
usage in the author’s computer. Thus, the Vp would be split into 8 one-dimen- 
sional vectors, and we allocate a vector of length 1024 * 512 on GPU for Vp, and 
then perform 8 cycles of calculation. 

5. Synthetic Examples 

We test the globally optimal FWI framework with PSO algorithm (PSO-FWI) 
and we perform two synthetic examples to prove the validity of the framework. 
The 4 layers, 5 layer-points model (called #M1) is shown in Figure 3(a). The in-
version parameters used in this paper are shown in Table 5, where M is the 
number of particles; N is the maximum number of iterations; #G1 is the grid 
model shown in Table 1; ω is inertia weight; a1 and a2 are the local and global 
weights, respectively; μ is the mutation rate. 

In PSO-FWI, each particle corresponds to multiple parameters, for instance, 
the number of parameters for #M1 is 28 (=nl + (2np − 2) * (nl − 1)). The parame-
ters have the corresponding value ranges, where the velocity range is from 150 to 
750 m/s, the point interval (the difference from the last point) of Pz is from 1 to 
10 m. 

The model comparison of #M1 inversion is shown in Figure 3. The mul-
ti-channel record comparison of #M1 is shown in Figure 4, where the nearest 
offset is 10 m, the receiver interval is 1 m, and the channel number is 48. The 
single channel record comparison of #M1 is shown in Figure 5. 

From the comparisons shown above, the inverted results are in good agree-
ment with the true results, which proves the validity of the framework. The high 
efficiency is evident as the entire inversion performs 25,600 forward modeling 
and takes about 10 hours on a personal computer. 

6. Field Data Application 

We acquired the field data in Hangzhou, Zhejiang Province, China, where the  
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(a) 

 
(b) 

Figure 3. Model comparison in #M1 inversion. (a) is #M1 model. (b) is the comparison 
between #M1 and the inverted model, where the red lines and text represent the true 
model, and the blue ones represent the inverted model. 
 
Table 5. Parameters of PSO-FWI. 

Particles M Iterations N Grid Model ω a1 a2 μ 

128 200 #G1 0.5 1 2 0.1 

 
test area had a vast undisturbed stratum, and a loess layer covered on a mud-
stone layer. We used 4.5 Hz vertical geophones and a 24-channel seismograph. 
The geophone interval was 1 m with the nearest offset of 10 m. The number of 
record points was 2048, and sampling interval was 0.2 ms. 
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(a) 

 
(b) 

Figure 4. Multi-channel records comparison in #M1 inversion. (a) is the comparison 
between the observed and inverted records, where the red and blue lines represent the 
observed and inverted records, respectively. (b) is the corresponding residual. 
 

The comparison between field and inverted record is shown in Figure 6(a), 
and the corresponding residual is shown in Figure 6(b). We can see that the 
low-frequency and large-amplitude waveforms match well, while the high-fre- 
quency and small-amplitude waveforms match poorly. In field measurement, the 
high-frequency waves are gradually suppressed with the wave propagation, 
which results that the near-offset geophones have richer high-frequency com-
ponents than the far-offset ones. Additionally, the high-frequency noise can’t be  
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. Single channel record comparison in #M1 inversion. (a), (b), (c), and (d) are 
the waveform comparisons of the 1st, 11th, 21st, and 31st sensors, respectively. Their 
corresponding offsets are 10 m, 20 m, 30 m, and 40 m, respectively. Where the red and 
blue lines represent the observed and inverted waveforms, respectively. 

https://doi.org/10.4236/gep.2023.113019


Z. Le et al. 
 

 

DOI: 10.4236/gep.2023.113019 336 Journal of Geoscience and Environment Protection 
 

 
(a) 

 
(b) 

Figure 6. Multi-channel records comparison in field data inversion. (a) is the comparison 
between the field and inverted records, where the red and blue lines represent the ob-
served and inverted records, respectively. (b) is the corresponding residual. 
 
avoided, which increases the difficulty of the fitting. Thus, low-frequency source 
is suggested to be used in field data acquisition, and low-pass filtering is essential 
in data processing. The comparison of inverted model and borehole is shown in 
Figure 7. They are in good agreement which demonstrates the effectiveness of 
the framework. 
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(a) 

 
(b) 

Figure 7. Model comparison and statistics of all accept models at a distance of 15 m in 
field data inversion. (a) is the inverted model. (b) is the comparison between borehole 
and inverted model at a distance of 15 m. 

7. Conclusion 

In this study, we propose a globally optimal framework based on GPU parallel 
computing to avoid falling into local minima in Rayleigh wave FWI. We present 
the process of forward modeling by GPU parallel computing. The efficiency im-
provement of GPU parallel computing is obvious from the statistics of speed-up 
analysis. Parameters simplification and recombination further improve the effi-
ciency, which is likely to make the framework more widely used. Both synthetic 
examples and field data application of PSO-FWI achieve good results, which 
demonstrate the feasibility of the framework. 
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