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Abstract 
Despite investigative efforts seen in the literature, the maximum power point 
tracking remains again a crucial problem in photovoltaic system (PV) con-
nected to the power grid. In this paper, a new maximum power point tracking 
technique which is our contribution to the resolution of this problem is 
treated. We proposed a hybrid controller of maximum power point tracking 
based on artificial neural networks. This hybrid controller is composed of two 
neural networks. The first network has two inputs and two outputs: the in-
puts are solar irradiation and ambient temperature and the outputs are the 
reference output voltage and current corresponding at the maximum power 
point. The second network has two inputs and one output: the inputs use the 
outputs of the first network and the output will be the periodic cycle which 
controls the DC/DC converter. The training step of neural networks requires 
two modes: the offline mode and the online mode. The data necessary for the 
training are collected from a very large number of real-time measurements of 
the PV module. The performance of the proposed method is analyzed under 
different operating conditions using the Matlab/Simulink simulation tool. A 
comparative study between the proposed method and the perturbation and 
observation approach was presented. 
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1. Introduction 

Knowing that the ratio “Power supplied to the output per unit of PV generator” 
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is relatively low and the cost of acquiring PV modules relatively high, then it is 
important to look into the question of the efficiency of these PVs from on the 
one hand, and on the other hand on reducing the cost of energy production. 
Regarding efficiency, power electronics systems (with passive components) are 
responsible for most of the energy loss in the entire PV system. The possibilities 
for achieving the efficiency demanded involve the use of advanced semiconduc-
tor materials, intelligent control systems and PV technologies without loss of 
power. As shown in Figure 1, better monitoring, forecasting and communication 
technologies will also be crucial for the siting of future grid-connected PV systems.  

The downside to solar power generation is that the power generation is not 
constant throughout the day, as it changes with climatic conditions [1]. In addi-
tion, the conversion efficiency of solar energy to electric energy is very low 
which is only in the order of 9% to 17% in low irradiation regions [2]. Despite its 
simple shape, the operating point oscillates around the MPP (Maximum Power 
Point) which causes energy loss and long tracking time. In addition, depending 
on variations in climatic conditions (solar irradiation and ambient temperature), 
the operating point moves on another curve [3]. This leads to failures in MPP 
monitoring, as for example, the algorithm is unable to identify the source of dis-
turbance from voltage variation or weather conditions. 

The perturbation and observation (P&O) technique also requires a control 
process system (such as software), which makes it challenging to integrate it into 
the PV panel [4]. An incremental conductance (InC) MPPT algorithm improving 
the P&O technique is presented in [5]. A modification of this InC algorithm, 
employing a dynamic adaptation of the number of steps during the tracking 
process is proposed [6]. In [7], it has demonstrated through experimental tests 
that the P&O and InC methods have similar performance under static and dy-
namic conditions. 
 

 

Figure 1. Recommended reliability at the levels of different parts of the grid-coupled PV system. 
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The voltage-constant and current-constant methods also require a voltage and 
current sensor respectively for their implementation, but the periodic interrup-
tion of the operation of the PV source to measure the no-load voltage and the 
short-circuit current results loss of energy [8]. Using artificial intelligence tech-
niques, the accuracy of predicting voltage and current at the PPM is strongly af-
fected by the accuracy of estimating the temperature of PV modules, which af-
fects the values of Vt and Is [9]. The implementation of digital techniques is 
complex and given the complexity of the calculations of the voltage or current 
MPP, a microcontroller or a DSP unit is necessary for the realization of such an 
MPPT system. In addition, the response time of the MPP tracking algorithm is 
relatively low [10]. To avoid the use of a derivative to perform the MPPT process,  

the tangent of the power-voltage curve, pv

pv

P
V
∂

∂
 used in the P&O technique to  

detect the MPP, is replaced in the Ripple Correlation Control (RCC) method 
MPPT by a correlation function, the performance of the RCC MPPT technique 
is affected by the accuracy of the measurements of the correlation function c(t) 
[11] [12]. The Maximum Seek Control (ESC) method which has a self-optimization 
strategy, operates on a similar basic principle that RCC MPPT, it has the disad-
vantage that for its realization in the PV power processing system, the develop-
ment of a relatively complex control circuit is necessary [13] [14]. 

Despite investigative efforts seen in the literature the maximum power point 
tracking still remains a crucial problem in the grid connected PV system. 

In this work, we propose a hybrid MPPT controller based on the artificial 
neural network to improve the failures mentioned above. The hybrid MPPT is 
composed of two neural networks, the first network has two inputs and two 
outputs; inputs are solar irradiation and ambient temperature and outputs are 
reference output voltage and current. The second network has two inputs and 
one output; the inputs use the outputs of the first network and the output will be 
the periodic cycle which controls the DC/DC converter (Figure 14). The data 
necessary for the generation of the RNA (Artificial Neuron Network) model are 
obtained from the series of measurements. The networks are developed in two 
modes: the offline mode to obtain the optimal structure, activation function and 
learning algorithm of neural networks and the online mode where these optimal 
RNA MPPT controllers are used in the PV system. The proposed MPPT neural 
network controller is tested and validated using the Matlab/Simulink modeling 
and simulation tool under different conditions of climatic variation, which is di-
rectly equipped with an Artificial Neural Networks toolbox. 

2. Materials and Methods 
2.1. Modeling of a Photovoltaic Module under Matlab/Simulink 

The basic structure of a PV cell can be modeled as basic electrical components 
[15]. Figure 2 shows the PN semiconductor junction and the different compo-
nents that make up a PV cell. The photon-electron circulation process can be  
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Figure 2. Model of a basic structure of a PV cell. 
 
modeled as a current source Iph, where the current generated depends on the 
light intensity hitting the cell. The PN semiconductor junction is modeled as a 
diode D, with the direction shown in Figure 2.  

The current source and the diode are an ideal model of a PV cell, but in reali-
ty, there are additional parasitic components. The PN junction is mounted in 
parallel with a parallel capacitance Cp and a parallel resistor Rsh (also called 
shunt resistor), whereas the wires of conduct connected to the PV cell are asso-
ciated with a series resistor Rs, and inductance in series Ls. These parasitic 
components are often ignored when a simple representation of a PV cell or pan-
el is necessary, but they must be taken into account when precise modeling is 
recommended. 

The simple PV model can be implemented under Matlab/Simulink as illu-
strated in Figure 3, where the inputs are solar irradiation G, ambient tempera-
ture T and voltage of PV (Vin). The outputs are the current intensity of PV (IPV) 
and the power (PPV). We did a simulation under Matlab/Simulink. The curve of 
the intensity of the PV module depending on the voltage of the PV module as 
well as the curve of the power of the PV module as a function of the voltage of 
the PV module is shown in Figure 4 and Figure 5 respectively. 

The star indicates the maximum power point, where the PV module will pro-
duce its maximum power. For a voltage lower than that of the MPP, the current 
is relatively constant when the voltage varies in the same way as a current source. 
For a voltage higher than that of the MPP, the voltage is relatively constant when 
the current varies as a voltage source. The open circuit voltage (VOC) is the PV 
voltage when the current is zero (0 A) and the short-circuit current (ISC) is the 
current which corresponds to a zero voltage.  

The current-voltage and power-voltage curves in Figure 4 and Figure 5 are 
under a specific condition of solar irradiation and of ambient temperature. 
During the day, the two curves can sometimes vary gradually (minutes to hours) 
and sometimes very quickly (seconds), due to the passages of clouds.  

As the irradiation and the ambient temperature vary, the curve of I - V charac-
teristic also varies as shown in Figure 6. The irradiation is directly proportional 
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Figure 3. Model of a PV cell with solar irradiation, temperature and voltage as inputs. 
 

 

Figure 4. The intensity curve as a function of the voltage of an example of a PV cell under 
standard conditions (G = 1000 W/m2 and T = 25˚C). 
 

 

Figure 5. The power curve as a function of the voltage of an example of a PV cell under 
standard conditions (G = 1000 W/m2 and T = 25˚C). 
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Figure 6. The dependence curves of the efficiency of a solar cell to variations in climatic conditions [16]. 
 
to the currents of the characteristic. When the irradiation increases the short-circuit 
current and the current of the maximum power point also increases; the tem-
perature is inversely proportional to the voltages of the characteristic. When the 
temperature increases, the open circuit voltage and the voltage at the maximum 
power point decrease. According to these trends, a PV cell will produce more 
energy when the light intensity is high and the temperature is low. However, 
these kinds of environmental conditions are not common, when a greater light 
intensity hits an object its temperature tends to increase at the same time. 

2.2. Maximum Power Point Tracking (MPPT) Methods Operating  
under the Conditions of Varying Mission Profiles (Solar  
Irradiation and Ambient Temperature) 

Due to short and long variations in solar irradiation and ambient temperature, 
the position of the MPP (Maximum Power Point) changes. Therefore, the appli-
cation of an MPPT control algorithm is required, and ensures to continuously 
converge the operating point around the MPP of a PV source so as to optimize 
the power output of the PV system. Several tracking control techniques have 
been developed and applied in the literature. The most frequently used MPPT 
algorithms are the hill-climbing methods, such as Perturbation and Observation 
P&O and its other implementations (with identical behavior), incremental con-
ductance. These methods are based on the fact that at the level of the vol-
tage-power characteristic, the ratio of the variation of the power and the voltage  

is positive ( 0P
V
∆

>
∆

 in the left part of the MPP, while it is negative ( 0P
V
∆

<
∆

 in 

the right part of the MPP as shown in Figure 7 [16]. 
The main advantages of these methods are that 1) they are generic, they are 

suitable for all PV modules, 2) they do not ask for PV information, 3) they work 
well under most conditions and 4) they are simple to perform in a controller 
digital with less computation required. However, these methods have some 
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Figure 7. Current/voltage and power/voltage characteristic of a photovoltaic module. 
 
fundamental flaws because they are limited in the ability to follow during the 
conditions of variations and in the case of the partial shade, they cannot provide 
the global MPP stabilized at the level of the maximum point on the curve vol-
tage-power.  

These failures have inspired many publications that aim to overcome these 
problems. The advanced MPPT methods most widely used in the literature are 
based on fuzzy logic [17], neural networks [18], genetic algorithms and particle 
swarm optimization [19], etc. 

2.2.1. MPPT Perturbation and Observation Technique (P&O) 
The perturbation and observation method (P&O MPPT) is based on the proper-
ty, that the derivative of the power-voltage characteristic of the PV module/array 
is positive to the left of the MPP, negative to the right and zero at the MPP point 
[18]. 

0pv

pv

P
V
∂

=
∂

                            (1) 

where Ppv and Vpv are respectively the output power and voltage of the PV mod-
ule/array. 

During the execution of the P&O MPPT process, the output voltage and cur-
rent of the PV module/array are periodically taken to calculate the PV output 
power and the reference voltage. The process is performed by adjusting the ref-
erence signal of the converter’s PWM controller, Vref based on the sign of  

pv

pv

P
V
∂

∂
, according to the following equation [18]: 

( ) ( ) ( )1 pv
ref ref

pv

P
V k V k sign k

V
α

 ∂
= − +   ∂ 

              (2) 

where k and k − 1 are the consecutive times, α > 0 is a constant determining the 
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speed of convergence of the MPP, and the function sign(x) is defined as the fol-
lowing [18]: 

( )
1 si 0

1 si 0
x

sign x
x
>

= − <
                    (3) 

The output voltage of the PV module/array is regulated to the desired value 
Vref, according to the equation Vref(k), using either a (proportional integral PI) or 
for example a fuzzy logic controller. The latter has the advantage of providing a 
better response under dynamic conditions [20]. 

Under static state conditions, the operating point of the PV module/array os-
cillates around the MPP point with an amplitude determined by the value of α in 
Equation (2) of Vref. Increasing the perturbation step allows faster convergence 
to the MPP under changing conditions of solar irradiation and/or ambient tem-
perature but increases permanent oscillations around the MPP, thus resulting in 
losses in the device. A MPPT system based on the P&O method can be devel-
oped either by setting up the Vref equation in the form of an algorithm and ex-
ecuted by a microcontroller or a digital signal processing device DSP (Digital 
Signal Processing) or using mixed-signal circuits. A structure of the algorithm 
based on the P&O MPPT procedure proposed in [21] is presented in Figure 8  

below. The process is repeated until the gradient value pv

pv

P
V
∂

∂
 is less than the  

preset threshold value, indicating that the convergence of the MPP is almost 
achieved with the desired precision. 

A methodology for the design of the control unit such as the operating 
processes of P&O MPPT with the optimal values of the step of progression and 
the period of disturbance is proposed in [22]. An algorithm to dynamically adapt 
the number of perturbations according to the conditions of solar irradiation is 
proposed in [23] to increase the response step of the P&O algorithm and reduce 
 

 

Figure 8. A structure based on the perturbation technique and observation P&O. 
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the permanent oscillation around the MPP. 
Despite its simple shape, the operating point oscillates around the MPP which 

causes energy loss and long tracking time. In addition, depending on variations 
in climatic condition (solar irradiation and ambient temperature), the operating 
point moves on another curve.  

These failures generated in MPP tracking such as the algorithm is unable to 
identify the source of disturbance from voltage variation or weather conditions. 
The P&O also requires a process control system (like software) which makes it 
difficult to integrate on the PV panel. A wait function causes the temporary dis-
turbance to stop, if the perturbation sign is changed, indicating that MPP is sug-
gested to be searched. This method reduces the oscillation around the MPP but 
it makes the MPPT slower to respond to conditions of atmospheric change. The 
oscillation around was reduced by using the number of dynamic steps of the 
perturbation which deviate smaller around the PPM. MPPT becomes fast and 
precise. 

2.2.2. Techniques Based on MPPT Artificial Intelligence 
Artificial intelligence techniques such as neural network and fuzzy logic are also 
well applied to perform the MPPT process. An artificial neural network is a 
computer model inspired by the biological neural network. In such a model, a 
neuron is a processing unit that first linearly weighs the inputs, then works out 
the sum with a non-linear function, called an activation function (AF), and fi-
nally sends the results to the following neurons Figure 9. The model of a com-
mon neuron is given by Equation (5), where Z is the argument of AF. 

1 m mm
MZ W X α
=

= +∑                         (5) 

where 1 2, , , mX X X�  are the m incoming signals, and 1 2, , , mW W W�  are the 
associated weights. 

1
1 e Zy −=
+

                          (6) 

 

 

Figure 9. Multilayer feedback neural network. 
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A large number of training processes are available, but it is the retro-propagation 
method that is the best known and the most used. The training of the algorithm 
consists in minimizing the total error E defined by the following equation [24]: 

( )1
2

n
n nE O t= −∑                        (7) 

where nO  is the nth measurement read at the output of the network and nt  is 
the nth target (the estimated output). 

So, each input/output pair constitutes a sample. The back-propagation algo-
rithm calculates the error E and distributes the return of the output to the input 
neurons through the hidden neurons using the equation [24]:  

n n
Ew w
w

δ η ∂
∆ = ∆ −

∂
                       (8) 

where w is the weight between two neurons, nw∆  and ( )1nw −∆  are the varia-
tions of these weights for n and n − 1 iterations, δ  is the duration of the re-
gime and η  is the training rate. The training rate determines the number of 
weight changes caused by the effect of total error.  

The number of neurons selected in the hidden layer determines the degree of 
training. This number is calculated by the following empirical formula [24]: 

( )1 0
1
2h EN N N N= + +                     (9) 

where hN  is the number of neurons, 1N  is the number of input neurons, 0N  
is the number of output neurons, and EN  is the number samples of training. In 
order to ensure network accuracy, the training sample is continuously adjusted 
after each training by passing all test data to the trained ANN model and the re-
sults recorded.  

Then it is compared to the measurements. In case of convergence, the per-
formance of the network is reproduced by calculating the performance factor. 
Data validation is used as an additional check on model performance. If the 
performance of the network is quite correct on the sample and validation test, 
we can consider that the network is good enough to generate a fair periodic 
cycle. 

2.3. Comparison of MPPT Techniques for Varying Conditions of  
Solar Irradiation 

A comparison of the functional characteristics of the above MPPT methods is 
presented in Table 1. The P&O, InC and simple MPPT sensor approach are 
characterized by simple implementation and have similar static and dynamic 
performance. 

Despite this, their operation can be affected by external disturbances (for ex-
ample, the short term and rapid change of the metrological conditions), they are 
able to pursue the point of maximum power. Constant voltage, constant current, 
and artificial intelligence-based methods are more robust compared to P&O and 
InC methods, and they are less affected by external disturbances. However,  
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Table 1. Comparison of functional characteristics of the MPPT methods. 

MPPT method 
Sampling 

rate 
Complexity 

Robustness 

Efficiency To external 
disturbances 

Aging 
of PV 

modules 

Constant 
voltage/constant 

current 
- + - - - 

P&O + + - + + 

InC + + - + + 

Model based + - + - - 

Artificial 
intelligence 

ANN + - + - - 

FLC + - + + - 

Single sensor + + + + - 

Multiphase and 
parabolic prediction 

+ - + + + 

Other digital 
optimizations 

- - + + + 

RCC + - - + + 

ESC + - + + + 

Adjustable 
mode control 

+ + + - + 

 
their efficiencies are dependent on the periodic interruption of the PV source for 
measurements of the open circuit voltage Voc and the short circuit current of 
the PV source. The efficiency is further reduced with the precision of the know-
ledge of the functional parameters of the PV source, which is necessary for their 
implementation. In digital MPPT optimization algorithms, a scanning process is 
periodically repeated to detect possible changes in the position of the MPP, 
which results in a reduction in its efficiency due to the losses of energy generated 
until the convergence at MPP point, is performed. Numerical algorithms do not 
require specific knowledge of the system for their applications, but the complex-
ity of their implementations is higher than for those of P&O and InC methods. 
The robustness of these numerical techniques is affected by external distur-
bances, so they are not able to consider the estimation errors, which arise from 
the decisions made during each iteration, until a new scanning process is carried 
out.  

The robustness of the RCC technique can easily be affected by the impact of 
external variations on the computational accuracy of the correlation function. In 
addition, a suitable consistent design of the power converter and MPPT control-
ler is required for the implementation of our RCC MPPT method, thus requiring 
the availability of system knowledge. The complexity of the control circuit of 
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RCC and ESC MPPT techniques is relatively high. The ESC method is more ro-
bust than that of the RCC. However, a detailed knowledge of the functional cha-
racteristics of the PV system is necessary by the ESC method for learning the 
functional parameters of the control loop. 

2.4. Modeling Approach of a Hybrid MPPT from the Artificial  
Neuron Network 

2.4.1. MPPT Technique Based on Artificial Neuron Network 
The architecture of the adapted neural network consists of three layers. The in-
put layers made up of two neurons like we have two inputs (solar irradiation and 
ambient temperature). The hidden layers, including n neurons; this number is 
selected following the execution of rules of thumb starting with a large number 
of neurons and eliminating unnecessary ones provided that a stable network and 
precise output are sought. The output layer contains a neuron that corresponds 
to the optimal periodic cycle. First, measurements of solar irradiation and am-
bient temperature are fed into an artificial neural network (ANN) and the cor-
responding optimum value of the operating cycle (periodic cycle) of the DC/DC 
converter is estimated, a structure is presented (see Figure 10) [22]. In order to 
obtain accurate results, the ANN should be trained using prior quantitative 
measurements in real-time operation in the MPPT tracker unit, which is a dis-
advantage. 

The values of the connection weights and the ANN thresholds are selected 
randomly at the start of the training process and then during the training they 
are set in order to minimize the difference between the estimated and formed 
data. 

An ANN is a massively distributed parallel processor that has a natural ten-
dency to store experimental knowledge and make it available for use. The power 
of RNAs in the identification and development system of adaptive controllers 
makes them well suited for PV system applications such as PV module MPPT 
maximum power point tracking. A non-recurring multilayer network has been 
developed to calculate the optimal DC/DC periodic cycle considering variations 
in solar irradiation and ambient temperature. 
 

 

Figure 10. A structure of the technique based on Artificial Neural Networks (ANN). 
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2.4.2. Hybrid Model of Artificial Neuron Network 
Based on the analysis of Table 1, we proposed to hybridize the different tech-
niques in order to have a robust MPP tracking approach to external distur-
bances. We first use a set of solar irradiation and ambient temperature samples 
or data from the PV module datasheet to train the neural networks. We used 
data over the period of one year collected from renewable energy agency of Mali. 
This database included the irradiation, temperature, voltage and current values 
of PV modules and we calculated the corresponding periodic cycles. The mea-
surements were taken hourly for a year, a sample number of 8760 used for 
training our neural networks. 

The formation of the networks follows the following steps: the first step con-
sists of injecting the data into the networks, then calculating the objective func-
tions (e.g., periodic cycle). If the best solution is reached, another technique will 
be used to control the conversion system in order to pursue the point of maxi-
mum power. This technique can be either, the perturbation and observation 
method, conduction by incrementation, fuzzy logic or artificial neural network. 
In our study case we used the artificial neural network method. Figure 11 illu-
strates the structure of our proposed approach. 

2.4.3. Training of Neural Networks 
In this work, the backpropagation ANN composed of three hidden layers is used 
with logsig activation functions. This optimal number of the hidden layer is ob-
tained on a heuristic basis so that the accuracy of the prediction is acceptable. As 
mentioned earlier, training neural networks requires two modes: offline mode 
and online mode. 
 

 

Figure 11. Structure of our proposed approach. 
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The strength of ANNs in system identification and adaptive controller devel-
opment makes them well suited for PV system applications such as maximum 
power point tracking. In engineering applications, a multi-layered perceptron 
network formed by the backpropagation method is the most widely used tech-
nique. 

A non-recurring multilayer network has been developed in order to estimate 
the optimum voltage and current at the maximum power point (MPP) given the 
variation in irradiation and ambient temperature. 

The architecture of the neural network adopted is made up of three layers. 
Input layers contain two neurons because they have two inputs (solar radiation 
and ambient temperature). The hidden layer consists of ten neurons; this num-
ber is selected following the execution of rules of thumb starting with a high 
number of neurons and eliminating those which are unnecessary provided net-
work stability and output precision are achieved. 

The output layer contains two neurons which correspond to the optimum 
voltage and current corresponding to the MPP. Figure 12 illustrates the archi-
tecture of this network. The training is done offline using the Matlab Toolbox 
and the MPPT controller offered in SIMULINK is shown in Figure 13. 

The 8760 data collected from Mali’s renewable energy agency were used for 
the training of the artificial neural networks. These measurements include solar 
irradiation and ambient temperature, which are taken from sunrise to sunset. 
The one-year database is used for the formation of two networks. 

To ensure network accuracy, the network is continuously adjusted after each 
training by passing the test data set to the trained ANN model and recording the  
 

 

Figure 12. Architecture of the artificial neuron network under Matlab. 
 

 

Figure 13. ANN hybrid controller proposed. 
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results, then it is compared to measures. In the event of convergence, network 
performance is emulated by calculating a performance factor. Data validation is 
used as an additional check of model performance. If the performance of the 
network is completely correct on both the test sample and the validation sample, 
we can consider that the network is sufficiently adapted to generate the optimum 
voltage and current while being excited by inputs (G, T). The input variables of 
the second neural network are the optimum voltage and current estimated by 
the ANN model corresponding to a given solar radiation and to operating cell 
temperature conditions. The output variable is the corresponding duty cycle. 
Data for the inputs are collected from the same measurements as the first ANN 
model. The database is used to train the network and the others are used to veri-
fy the data.  

The database will be randomly divided up in three kings of samples: data of 
training, data of validation and data of testing. Data of training are presented to 
the network during training and the network adjusted according to its error. 
Data of validation are used to measure network generalization halt training 
when generalization stops improving. Data of testing have no effect on training 
and so provide an independent measure of network performance during and af-
ter training. Usually, we set aside samples for validation at 15%, 15% for testing 
and 70% for training. So, 6132 samples were used to train networks, 1314 sam-
ples to validation and 1314 to testing. 

Then these networks formed in offline mode are used in line mode (see Fig-
ure 14) in order to continue the MPP. The proposed hybrid neural network 
MPPT controller is tested and validated using the Matlab/Simulink modeling 
and simulation tool under different conditions. The Simulink model consisting 
of an MSX-60 module, a DC/DC converter driven by our hybrid model of neural 
networks and a load is shown in Figure 14. 

3. Simulation and Results 

The MATLAB/Simulink simulation tool is used for the complete simulation of 
the model produced. The MSX-60 PV module with the characteristic shown in  
 

 

Figure 14. Block diagram of the hybrid controller of MPPT neuron networks under Matlab/Simulink. 
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Table 2 was used. For the validation, our model was compared to the classical 
model of perturbation and observation (P&O).  

The simulation is made on the conditions of variation of irradiation and at 
ambient temperature. Figure 15 and Figure 16 show the results obtained: 

We can clearly see in Figure 15 among the two algorithms, that the algorithm 
of the hybrid system of neural networks gives values closer to the theoretical 
values and more precise. We also observe that the response time of RNA-hybrid 
is shorter than that of the perturbation and P&O observation. In addition, the 
proposed hybrid algorithm follows the MPP point more quickly during different 
conditions variations. The quality of the output power of the PV module for the 
RNA-hybrid approach shows a very good performance under sudden changes in 
solar irradiation in terms of: response time and overshoot (Figure 16). In addi-
tion, the P&O technique depends more on the temperature than the RNA-hybrid 
technique (Figure 16(a) (zone 1)). 
 
Table 2. Characteristic of the MSX-60 PV module. 

Parameters Values 

VOC 21.06 V 

ISC 3.80 A 

Current at Pmax (IMPP) 3.80 A 

Voltage at Pmax (VMPP) 17.10 V 

Maximum power (PMPP) 60.63 W 

Temperature coefficient (VOC) (KV) −0.084 V/˚C 

Temperature coefficient (ISC) (KI) 3.3 × 10−4 A/˚C 

 

 

Figure 15. Output powers of the P&O and RNA-hybrid controllers (a), their corresponding loads (b) under the conditions of 
irradiation and variable temperature. 
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Figure 16. Different powers under the condition variations of solar irradiation and ambient temperature. 

4. Conclusions 

In the first part, we presented a study on the different maximum power point 
tracking methods carried out in the literature. We then highlighted the different 
limits of these techniques through a comparative study. In this work, the ap-
proach of maximum power point tracking based on hybrid neural networks was 
presented, as our contribution. The simulation is made on the conditions of var-
iation of irradiation and ambient temperature. Figure 15 and Figure 16 illu-
strate the different results, we can clearly see in Figure 16 that among the two 
algorithms, the hybrid neural network system algorithm gives values closer to 
the theoretical values and more precise. We also find that the response time of 
RNA-hybrid is shorter than the Perturbation and observation P&O. In addition, 
the proposed hybrid algorithm tracks the maximum power point more quickly 
during different conditions variations. The quality of the output power of the PV 
module for the ANN-hybrid approach exhibits very good performance in the 
event of a sudden change in solar irradiation in terms of: response time and 
overshoot (Figure 16). In addition, the P&O technique is more dependent on 
temperature than the ANN-hybrid technique (Figure 16(a) (zone 1)). 

The results of this hybrid approach of neural networks are better compared to 
the classical method of perturbation and observation P&O in terms of response 
time, overshoots and rapid stabilization around the MPP point during sudden 
changes in solar irradiation and ambient temperature. 

Thanks to more efficient conversion systems which aim to maximize the pro-
duction of PV modules, hybrid photovoltaic systems coupled to the electricity 
grid are becoming more and more interesting but the management of the pro-
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duction of these photovoltaics poses enormous problems given its intermittent 
status. In perspective, we will see if it would be more advantageous to replace the 
second neural network with Adaptative Neuro-Fuzzy Inference (ANFIS) control 
to estimate the duty cycle, i.e., two MPPT methods will be hybridized for ad-
justing the duty cycle of the DC-DC converter switch to track the maximum 
power of a PV array. 
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