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Abstract 
The entering into big data era gives rise to a novel discipline called Data 
Science. To start with, a very brief history, interdisciplinarity, theoretical 
framework, and taxonomy of Data Science are discussed. Then, the differences 
between domain-general Data Science and domain-specific Data Science are 
proposed based upon conducting literature reviews on hot topics in big da-
ta-related studies. In addition, ten common debates in Data Science are de-
scribed, including debates on thinking pattern, properties of big data, enab-
lers of intelligence, bottlenecks in data products development, data prepara-
tion, quality of services, big data analysis, evaluation of big data algorithms, 
the fourth paradigm and big data skills shortage. Moreover, the emerging 
trends in Data Science are presented: shifts in data analysis methodologies, 
adoption of model integration and meta-analysis, introducing data first, 
schema later or never paradigm, rethinking data consistency in big data sys-
tems, recognizing data replication and data locality, growth in integrated data 
applications, changes in the complexity of data computing, the advent of data 
products, the rise of pro-ams and citizen data science, as well as the increas-
ing demand for data scientists. In conclusion, some suggestions for further 
studies are also proposed: to avoid misconstruing Data Science, to take ad-
vantages of active property of big data, to balance the three dimensions of 
Data Science, to introduce Design of Experiments, to embrace causality anal-
ysis, and to develop data products.  
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1. Introduction 

Big data is revolutionizing the ways how we live, work, and think [1], and lead to 
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provocations for cultural, technological, and scholarly phenomena [2]. As a 
consequence, shifts in epistemologies and paradigm occur in a wide range of 
disciplines [3]. Data-centered thinking started to be an alternative paradigm for 
data-related tasks, which is different from the Knowledge-centered thinking in 
traditional research. It is a significant change in modern science to take advan-
tage of data-centered thinking. Furthermore, the acquisition, storage and com-
puting of data are no longer the biggest bottlenecks so that the contradiction 
between traditional knowledge and big data is increasingly prominent in various 
disciplines. Traditional theories fail to deal with big data problems; thus, big data 
is highly concerned by experts from various disciplines. How to employ big data 
is one of the hot topics for most disciplines from Computer Science to Statistics. 
As a result, the research on big data from different professional fields began to 
converge on an emerging discipline called Data Science (DS). However, as Big 
Data inexorably draws attention from every segment of society, it has also suf-
fered from many characterizations that are incorrect: size is all that matters; the 
central challenge with Big Data is that of devising new computing architectures 
and algorithms; analytics is the central problem with Big Data; data reuse is low 
hanging fruit; Data Science is the same as Big Data; and Big Data is all hype [4]. 
Therefore, Data Science requires to conduct in-depth research on the new phe-
nomena, ideas, theories, methods, techniques, tools and practices of big data. 

The rest of this paper is structured as follows: Section 2 describes a brief his-
tory, interdisciplinarity, its theoretical framework as well as taxonomy of Data 
Science (DS), and categories the existing studies into two basic types: do-
main-general DS and domain-specific DS. Then, Section 3 proposes ten main 
debates in DS-related research, including the shifts in thinking pattern, proper-
ties of big data, enablers of intelligence, bottlenecks in data products develop-
ment, data preparation, quality of services, big data analysis, evaluation of big 
data algorithms, the fourth paradigm and big data skills shortage. Ten emerging 
trends in Data Science studies are provided in Section 4: shifts in data analysis 
methodologies, adoption of model integration and meta-analysis, introducing 
data first, schema later or never paradigm, rethinking data consistency in big 
data systems, recognizing data replication and data locality, growth in integrated 
data applications, changes to the complexity of data computing, the advent of 
data products, the rise of pro-ams and citizen data science, as well as the in-
creasing demand for data scientist. Finally, we summarize the study and put 
forward some suggestions for data science researchers. 

2. Data Science: The Science of Big Data 

Data Science is a new emerging discipline that was termed to address challenges 
that we are facing and going to face in the big data era [5]. It also provides new 
theories, methods, models, technologies, platforms, tools, applications and best 
practices of big data. And one of the goals of Data Science research is to reveal 
the new challenges and opportunities brought by big data. 
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2.1. A Brief History of Data Science 

Peter Naur, a Turing Award winner, coined the term of Data Science his book 
entitled Concise Survey of Computer Methods in 1974. He defined data science 
as the science of dealing with data, and further proposed that it is different from 
Datalogy which is the science of data and of data processes and its place in edu-
cation [6]. In 2001, William S. Cleveland published the paper, Data Science: An 
Action Plan for Expanding the Technical Areas of the Field of Statistics, pro-
posed that Data Science is an emerging branch of Statistics [7]. In 2013, Nature 
published the article, Computing: A Vision for Data Science [8], and Commu-
nications of the ACM published the paper, Data Science and Prediction [9]. Both 
of those two articles discussed the Data Science from the perspective of Com-
puter Science. Then, Data Science was also identified as a branch of Computer 
Science. Data Science has begun to get much more public attention since 2010s. 
Patil DJ and Davenport T H published the article entitled Data Scientist: The 
Sexiest Job of the 21st Century in Harvard Business Review in 2012 [10]. Barack 
Obama won the presidency by implementing and using big data strategies in the 
2012 US presidential election [11]. The White House announced Patil DJ the 
first U.S. Chief Data Scientist in 2015 [12]. 

According to Gartner’s 2014 Hype Cycle for Emerging Technologies [13], 
Data Science was on a one-way trip to the “peak of inflated expectations” and 
would enter “plateau of productivity” in 2 - 5 years. Gartner’s 2016 Hype Cycle 
for Data Science (Figure 1) [14] is a growth curve that shows the breadth and 
depth of excitement about data science, with new technologies and some signifi-
cant movements from last year. Gartner’s 2016 Hype Cycle for Data Science 
shows: R entered the plateau of productivity; Simulation, Ensemble Learning, 
Video/Image Analytics and Text Analysis were climbing the slope of enlighten-
ment; Hadoop-Based Data Discovery was obsolete before plateau; Speech  
 

 
Figure 1. Gartner’s 2016 hype cycle for data science. 
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Analytics, Model Management and Natural-Language Question Answering have 
passed the peak of inflated expectations and sliding into the trough of disillu-
sionment; Citizen Data Science, Model Factory, Algorithm Marketplaces and 
Prescriptive Analytics were developing rapidly. 

2.2. Interdisciplinarity of Data Science 

In 2010, Drew Conway came up with and shared his Data Science Venn Dia-
gram (Figure 2) to reveal the interdisciplinary of Data Science [15]. The Venn 
Diagram shows that Data Science is a combination of hacking skills, math & sta-
tistics knowledge, and substantive expertise. Now, there are many variations of 
his Venn diagram such as Jerry Overton’s Data Science Venn Diagram (Figure 
3) [16], but all of them are less influential than Drew Conway’s Venn Diagram.  

Drew Conway’s Venn Diagram shows that Data Science sits at the intersection 
of machine learning, traditional research, and danger zone. From the periphery 
of the graph, it can be seen that not only Math & Statistics and substantive ex-
pertise are necessary for Data Science, but also hacking skills are involved in it. 
In other words, Data Science has three basic components: theories (Math & Sta-
tistics), practices (Substantive Expertise) and skills (Hacking Skills). 
 

 

Figure 2. Venn diagram by drew Conway (2010). 
 

 

Figure 3. Venn diagram by jerry Overton (2016). 
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2.3. Theoretical Framework of Data Science 

Data Science is a discipline based on Statistics, Machine Learning, Data Visuali-
zation and Domain Knowledge, and its research contents include: basic theory 
of data science, data wrangling, data computing, data management, data analysis 
and data product development. Figure 4 shows the theoretical framework of 
Data Science [17]. 

Basic theories of Data Science include new concepts, theories, methods, tech-
nologies and tools appeared in Data Science, as well as research purpose, basic 
processes, main principles, typical applications, talent cultivation, data project 
management. It is worth noting that basic theories and theoretical bases are two 
different terms. The basic theories are within the research scope of Data Science, 
while the theoretical bases are outside the scope. 

Data Wrangling (or Data Munging) is the initial process of transforming raw 
data into another form for the principal purpose of improving data quality. Data 
Wrangling involves the following operations: data auditing, data cleansing, data 
conversion, data integration, data masking, data reduction, data annotation. It 
also concerns that how to apply data scientists’ skills of creative design, critical 
thinking and curious questioning to the data wrangling activities. 

Cloud computing is a distributed computing paradigm and differs from tradi-
tional ones such as centralized computing and grid computing. There are some 
representative technologies or products of cloud computing: Google GFS, 
Google BigTable, Google MapReduce, Hadoop MapReduce, Spark and YARN. 

Data Management is the practice of organizing and maintaining data 
processes to meet ongoing big data lifecycle needs [18]. Data scientists have to 
harness not only traditional relational database, but also some emerging tech-
nologies such as NoSQL, NewSQL and relational cloud for data management. 

Traditional data analysis tools are not enough to manage big data, so some 
open source tools for big data analysis are indispensible to Data Science. The 
most popular open source tools for big data analysis are R and Python. 

Data Product is a product that facilitates an end goal through the use of data 
[19]. Data product development is indispensible for Data Science. Data product 
development activities are rarely undertaken in a traditional product develop-
ment sequence that involves identifying the need, developing the product. On  
 

 

Figure 4. The theoretical framework of data science. 
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the contrary, data product development activities often take place in a conti-
nuous, iterative fashion, with the important activities conducted in parallel. [20] 
And the ability to develop data products is becoming increasingly critical to 
every business in big data era. Therefore, one of the missions of Data Science 
project is to develop data products. 

2.4. Taxonomy of Data Science 

Data Science is an emerging discipline that incorporates theories with domain 
knowledge and business practice. There are two types of Data Science: do-
main-general Data Science and domain-specific Data Science. Domain-general 
Data Science is an independent discipline, while the domain-specific Data 
Science refers to the big data research that depends on a specific domain. Some 
research topics in domain-specific Data Science include Data Journalism [21], 
Materials Data Science [22], Big Data Finance [23], Big Data Society, Big Data 
Ethics [24], and Big Data Education [25]. 

Domain-general Data Science is a theoretical foundation for Domain-general 
Data Science. Specifically, domain-general Data Science involves the general 
ideas, theories, methods, concepts and tools of Data Science, domain-specific 
Data Science focuses on the applications of data science in a specific domain. 

3. Research Progress in Data Science 

The existing topics on Data Science can be categorized into two types: the core 
issues and the periphery issues. The core issues discuss the basic questions of 
Data Science, including its unique principles, theories, methods, techniques, 
tools, applications and best practices. At the same time, the periphery issues are 
mainly focused on the relevant topics, such as theoretical basis, applications, and 
related research areas of Data Science. 

3.1. Hot topics in Data Science 

The most discussed topics in the relevant literature have mainly concentrated on 
the periphery issues instead of the core ones. There are five typical hot topics in 
Data Science: 

1) Big data challenges and the introduction to Data Science. There are not on-
ly challenges, but also opportunities with big data [26]. The characteristics of Big 
Data are commonly referred to as the four V’s: Volume, Variety, Velocity, and 
Value [27] [28]. Four V’s are critical to identifying big data challenges. Compa-
nies across most industries have realized that they need to hire more data scien-
tists. Academic institutions are scrambling to put together programs to train da-
ta scientists. Publications are touting data science as a hot career choice [10] 
[29].  

2) The impact of data science on statistics [7] and computer science [8]. Data 
science was first born in Statistics and Computer Science. While it has inherited 
some of their methodologies, it also seeks to blend, refocus, and develop them to 
address the needs of modern scientific data analysis [15] [30]. 
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3) New technologies for Data Science. New technologies, such as cloud com-
puting, Internet of Things, mobile computing, are employed to improve data 
scientists’ efficiency at data acquisition, data storage and data computing. Some 
new technologies allow professionals to perform big data analytics, even if they 
don’t have a background in programming. Some new tools such as Spark [31], 
Hadoop [32], and NoSQL [33] are employed by data scientists to solve data in-
tensive problems. Data First - Model Later or Never paradigm, CAP theorem, 
BASE and ACID [34] are becoming underlying principles of Data Science. 

4) The impact of Data Science on specific domains. Applying Data Science to 
other specific domains is one of the popular topics in recent studies. Those spe-
cific domains include life science [35], medical care [36], government gover-
nance [37], education [38], and business management [39]. As a result, some 
new research topics such as quantitative self [40], data journalism [41] and big 
data analysis [42] gained widely attention of data scientists. 

5) Student programs in Data Science. One of the principal purposes of student 
programs in Data Science is to enhance students’ ability to think structurally 
about data [43]. There are four related trending topics: building data science 
curriculum, reforming the teaching program [44], cultivating interdisciplinary 
talents [45] and training female data scientists [46]. Students are educated as da-
ta engineers or data scientists who with the three skills (3C’s): Creative design, 
Critical thinking, and Curious questioning [47]. 

3.2. Domain-General Data Science 

From the perspective of domain-general Data Science, Data Science is a novel 
independent discipline. However, Data Science is also a relatively emerging 
branch of many traditional disciplines from the perspective of domain-specific 
Data Science. There are five hot topics in domain-general Data Science research. 

1) DIKW model. The DIKW model reflects that the growth of the Internet is 
changing the traditional hierarchies of “experts” and changing ways of dissemi-
nating information [48]. The research task for Data Science is to turn raw data 
into useful information, and then into knowledge, and finally wisdom [49]. The 
transformation from data to wisdom is a value-added process, which involved in 
the transformation of an entity at a lower level in the hierarchy to the one at a 
higher level in the hierarchy. Its implicit assumption is that data can be used to 
create information; information can be used to create knowledge, and know-
ledge can be used to create wisdom [50]. 

2) Data Analytics. Data analytics is the science of collecting, storing, extract-
ing, cleansing, transforming, aggregating and analyzing data, with the purpose of 
discovering information and knowledge [51]. Data Analysis and Data Analytics 
are two different terms. The former emphasizes the activity of Data Analysis it-
self, while the latter lays more emphasis on the methods, techniques and tools 
used in the activities of Data Analysis. Development of algorithms and tools for 
big data analysis is one of the popular topics. Domain-oriented analysis is also 
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discussed in different domains, such as logistics and supply chain management 
[52], network security [53], and health care [36]. Jeffery T. Leek, Roger D. Peng 
(2015) discussed the main types and common errors in big data analysis [53]. 

3) Datafication. Datafication is a new paradigm in science and society [55]. It 
is the transformation of social action into online quantified data, thus allowing 
for real-time tracking and predictive analysis [1]. Along with the Internet of 
Things and Sensors, Quantified Self [40] [56] is also a hot topic of datafication. 
The conventional research focus shifts from the datafication of business to the 
businessization of data with the development of big data. The businessization of 
data is meant that data is taken advantage to optimize existing business or define 
new business. 

4) Data Governance. Data governance is the process by which a company 
manages the quantity, consistency, usability, security and availability of data 
[57]. Current researches mainly focus on data governance design, implementa-
tion methods [58], reference framework [59] and platform ecosystems [60]. In 
addition, as a key part of Data Maturity Model, data governance includes three 
processes: Governance Management, Business Glossary, and Metadata Man-
agement [61]. 

5) Data Quality. The internal nexus between data quality and data availability 
is also a hot topic for Data Science. Different types of big data have emerged so 
that studies that were difficult to conduct in the past time due to data availability 
can now be carried out. How to mitigate or rectify big-errors brought by big data 
[62] and how to improve the low quality and usability of big data are most chal-
lenging problems that need to be addressed [63]. Traditional data management 
mainly focuses on the quality of data source, whether the data source contains 
Clean Data or Dirty Data [64]; Data Science mainly focuses on the quality of da-
ta form, whether the data is Tidy Data or Messy Data. Hadley Wickham (2014) 
put forward the concepts of Tidy Data as well as Data Tidying, and proposed 
that Tidy Data should follow three basic principles: each variable must have its 
own column, each observation must have its own row, each value must have its 
own cell [65]. 

Apart from the above topics, big data security [66], data privacy protection 
[67], project management and building Data Science teams [68], citizen data 
science [69] are also frequently discussed in domain-general Data Science. 

3.3. Domain-Specific Data Science 

Researchers from different disciplines have shown their own distinct concerns 
and perspectives on Data Science. The new term of Data Science and its variant 
concepts are widely used in domain-specific Data Science. There are nine hot 
topics in domain- specific Data Science literature. 

1) Data Journalism. As one of the new areas of Journalism, Data Journalism is 
a way of seeing journalism as interpolated through the conceptual and metho-
dological approaches of computation and quantification in the era of big data 
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[41] [70]. 
2) Industrial Big Data. It mainly studies how to apply big data to the practices 

of Industrial Manufacturing. The representative application cases are Germany’s 
Industry 4.0, American Industrial Internet and Made in China 2025. 

3) Consumption Big Data. Consumption Big Data was used to promote more 
products to consumers through precision marketing [71], user profiling [72] and 
advertising push [73]. 

4) Health Big Data. It mainly focuses on the wide application of big data in 
health and medical fields including life logging [74], medical diagnosis, phar-
maceutical production, and health care [36]. 

5) Biological Big Data. Harnessing powerful computers and numerous tools 
for data analysis is crucial in drug discovery and other areas of big-data biology 
[35]. The principles, theories, methods, technologies and tools of big data are 
widely adopted to biology, and biological research paradigm is transferring from 
knowledge-centered paradigm to data-centered paradigm. 

6) Social Big Data. Social big data comes from joining the efforts of the two 
previous domains: social media and big data. Applications of social big data can 
be extended to a wide number of domains such as health and political trending 
and forecasting, hobbies, e-business, cyber-crime, counterterrorism, time-evolving 
opinion mining, social network analysis, and human-machine interactions. [75] 

7) Big Data in Organizations. Big data can be used in enterprises [76], gov-
ernments [77] and public welfare departments [78] to improve effectiveness and 
efficiency of these organizations. 

8) Smart applications. Big data also play an important role in smart applica-
tions such as smart cities, smart medical care, smart elderly care, smart trans-
portation and smart education.  

9) Agile Big Data. Agile Big Data is a development methodology that copes 
with the unpredictable realities of creating analytics applications from data at 
scale. [79] It is helpful to develop agile software, manage agile projects and es-
tablish agile organizations.  

3.4. Big Data Ecosystem 

A big data ecosystem is usually defined as a system of different components that 
allow the storage, processing, preparation, visualization and delivery of useful 
information to target applications or end-users [80]. For example, Big Data 
Landscape [81] shows the major institutions and products in a Big Data ecosys-
tem. Existing relevant literature mainly discuss the components of big data eco-
system and their interrelationships. There are five hot topics: 

1) Infrastructures. Infrastructures in big data ecosystem include Cloud Com-
puting, Internet of Things, mobile computing and social media. The relevant li-
terature mainly focuses on the impact of those infrastructures on Data Science 
and how to make full use of them in Data Science. 

2) Supporting Technologies. Researches mainly discuss the application of 
supporting technologies in Data Science, such as machine learning, statistics, 
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batch processing, flow computing, graph computing, interactive computing, 
NoSQL, NewSQL and cloud SQL. 

3) Tools and Platforms: There are some popular tools or platforms that in-
clude R, Python, Hadoop, Spark, MongoDB, HBase, Memcached, MongoDB, 
CouchDB and Redis. 

4) Project Management: It involves the management of data science project’s 
scope, duration, cost, quality, risk, human resources, communication, procure-
ment and system. 

5) External Environment. Laws, policies, systems, cultures, morals and ethics 
need to be updated with the advent of big data era. New legislation on data own-
ership should take into account the public interest in maintaining competition in 
the market [82]. Big data is becoming a kind of asset, and legislation on data 
ownership is a necessary condition for data utilization. 

4. Contemporary Debates in Data Science 

Most disciplines have identified big data challenges over the last few years. Aca-
demics journals such as Nature and Science have published special issues dedi-
cated to discuss the opportunities and challenges brought by big data [83]. From 
the perspective of Computer Science, the volume of data just beyond technolo-
gy’s capability to store, manage and process efficiently [27]. From the perspec-
tive of Statistics, the first step of statistical analysis is to determine whether the 
data dealing with is a population or a sample when sample proportion is close to 
population [1]. From the perspective of Machine Learning, current intelligent 
machine-learning systems are not inherently efficient enough which ends up, in 
many cases, a growing fraction of big data unexplored and underexploited [84]. 
From the perspective of Data Analysis, the challenge is to gain data insight and 
realize the transformation from data to wisdom through analyzing data [85]. 
There are ten debates and challenges faced by Data Science research.   

4.1. Thinking Pattern: Knowledge-Centered Thinking or  
Data-Centered Thinking 

Traditional scientific studies have to adopt knowledge-centered thinking due to 
its limited capability of collecting, storing and computing data. It is the basic 
feature of knowledge-centered thinking that knowledge is enablers of practical 
solutions, and utilization of data implemented via extraction knowledge from 
data. However, a shift in thinking pattern occurs in big data era, and peoples 
manage to solve problems by using data directly. Data-centered thinking, by 
contrast, prefers to take advantage of data without extracting knowledge from it. 
Traditional machine translation methods, for instance, are in line with know-
ledge-centered thinking since those are based on theories called Natural Lan-
guage Understanding, which is built on the top of linguistic and statistical 
knowledge. As a result, knowledge-centered thinking became the bottleneck of 
traditional machine translation, and traditional machine translation fail to make 
breakthrough in its theoretical system. Recent machine translation studies 
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change their thinking pattern and turn to an alternative thinking pattern called 
data-centered thinking. Data-centered thinking pattern for machine translation 
is implemented not by traditional knowledge but by data such as parallel or mul-
tilingual corpora, and other large-scale domain data. 

IBM machine translation in 1950s and Google Translate in 2000s are two typ-
ical thinking patterns for knowledge-centered thinking and data-centered 
thinking, respectively. It is one of the common beliefs in traditional thinking 
pattern that knowledge is power. However, we have to admit that data is also an 
alternative power in the era of data-enriched offerings. The capability to taking 
advantages of big data is becoming one of the core competitiveness of modern 
organizations. The main challenges to adopt data-centered thinking patterns are 
to implement data-centered design, to make data-driven decisions [86] and to 
develop data-intensive applications [87]. 

4.2. Property of Big Data: Passive or Active 

Conventional thinking pattern used to regarding data as a passive being and fo-
cuses on taking advantages of human initiative to deal with data problems. The 
schema of data, for instance, should be defined prior to writing their content in-
to a relational database (RDB), and its main functions focus on processing, 
miming, and analyzing data. In other words, it is the underlying beliefs of RDB 
that the property of data is a passive rather than active. A critical change regard-
ing the property of data occurs in big data era, which is people begin to realize 
that data is more active than passive. Furthermore, data is no longer regarded as 
a dead and passive thing, and the related studies are paying more attention to 
active roles of data. As a result, a variety of novel terms are coined, including 
data-driven decision support, data business, data insights, data intensive appli-
cation, and data first, data locality, schema later or never approaches. Those 
emerging terms share the same beliefs in the property of data, which data is 
more active than passives in current business scenarios. 

Therefore, the ultimate research aim of Data Science is to change the tradi-
tional perception and cognition about data, and to exploit the active property of 
data.  

4.3. Enabler of Intelligence: AI-Based Intelligence or Big  
Data-Based Intelligence 

The implementation of intelligence mainly relies on algorithms in past studies, 
especially complex algorithms. The more complex the algorithm, the higher de-
gree of intelligence. For example, KNN is a commonly used classification algo-
rithm in Machine Learning, and its underlying principle is quite simple. Over 
the years, variants of KNN have been proposed in order to address various ap-
plications. However, the complexity of KNN is increased, as the levels of intelli-
gence are improved [88]. The data-centered thinking paradigm implies that data 
can also be used directly to solve problems, and further leads to a debate on 
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More Data or Better Model [89]. The debate is ended in a conclusion that the 
best model can be implemented by more data and simple algorithm. Therefore, 
how to develop simple and efficient algorithms is one of the main objectives of 
Data Science (DS). The challenges of DS studies root in how to design novel al-
gorithms, integrate multiple models, solve the curse of dimensionality, and in-
troduce deep learning to big data applications. 

4.4. Bottlenecks in Data Products Development:  
Compute-Intensive or Data intensive 

Software development and algorithm design was mainly responsible for solving 
compute-intensive problems. Computing is the bottleneck in the design and de-
velopment of traditional products. However, with the advent of large-scale dis-
tributed computing technologies, especially cloud computing, computing is no 
longer the primary bottleneck of product design and development. As a result, 
the main challenges in software development and algorithm design shifted from 
computation to data, and data-intensive tasks are the next bottleneck. Data is the 
biggest bottleneck of Data intensive applications [90], and the research on da-
ta-intensive problems will be indispensable for the data-centered research para-
digm. The main topics of data-intensive applications concentrate on data repli-
cation, materialized views, CAP theorem, BASE principles and Lambda archi-
tecture. 

4.5. Data Preparation: Clean Data or Tidy Data 

Data preparation in traditional applications devoted to data cleansing and 
avoiding Garbage in and Garbage out (GIGO). Data cleansing involves filtering 
duplicate data, identifying incorrect data, and processing missing values. It can 
be seen that data cleansing mainly focuses on data quality. However, big data 
processing is different from the small-scale data preprocessing in that the former 
has high robustness with low data quality. Big data preprocessing values data 
format rather than data quality, and tends to distinct types of data preparation 
called data wrangling or data munging. Data wrangling/data munging is the cre-
ative and value-added process of data preparation. In contrast to data cleansing, 
data wrangling/data munging is more concerned on how to integrate the know-
ledge or wisdom of data scientists into data processing so that enhance the value 
of data. Therefore, data wrangling or munging not only requires technical quali-
fications, but also involves creative value creation activities, particularly data ju-
jitsu and data tidying. 

4.6. Quality of Services: Performance of Services or User  
Experiences 

Recall ratio and precision ratio are two widely used criteria for evaluating service 
quality in traditional data applications. However, it is difficult to calculate exact 
recall rate and precision rate where the population is unknown, the amount of 
data increases rapidly, the types of data are constantly changing, or the require-
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ment for data processing speed is high. Therefore, big data applications concern 
more on user experience rather than recall rate as well as precision rate. Re-
sponse time or response delay is one of the most prominent criteria to influence 
the quality of user experience. Aberdeen Group’s research found that a 1-second 
delay in page load time equals 11% fewer page views, a 16% decrease in custom-
er satisfaction, and 7% loss in conversions ; Google found an extra 0.5 seconds in 
search page generation time dropped traffic by 20%; Amazon also found that 
every 100ms of latency cost them 1% in sales [91]. The challenges of enhancing 
user experience involve to reduce response delay, to design human-computer 
interaction interface, to implement service virtualization, and to provide 
on-demand services. 

4.7. Big Data Analysis: Causality or Correlation 

Knowledge-centered thinking pattern believes that data will be utilized effec-
tively only when the causality in data is identified. Hence, data analysis in the 
past dedicates to find, validate and taking advantage of causalities. That conven-
tional thinking pattern is very effective in small-scale data sets but inefficient in 
big data sets since it is hard to identify and validate a causality from large-scale 
data sets. As a result, the aims of data analysis have shifted from causal analysis 
to correlation analysis, which put more emphasis on the correlation analysis. In 
contrast with causality analysis, correlation analysis is time-saving and easy to 
put into practices. This separation of causality analytics and correlation analytics 
also triggers collaboration between data scientists and domain experts. The chal-
lenges of big data analysis often stem from data complexity, noises data, and da-
ta dependence [92]. Proposing new methods, technologies and tools for big data 
analysis, especially enabling the dynamic evolution of data analysis methods, 
real-time computing and resilient computing, is critical to big data analytics. 

4.8. Evaluation of Big Data Algorithms: Complexity or Scalability 

Complexity, especially time complexity and space complexity, were two com-
mon evaluation criteria of traditional algorithms [93]. However, the introduc-
tion to big data technologies, such as Spark, Hadoop, and New SQL, provide a 
new solution for overcoming those complexity challenges. As a result, algo-
rithms take into consideration providing real-time analyzing, on-demand ser-
vices and supporting data-driven applications. For instance, Google launched 
Google Flu Trends (GFT) in 2008, which in real time predicted the nationwide 
spread of H1N1 [94], but then it was estimated that the number of infected 
people was twice as high as the actual number by January 2013. The decrease in 
precision of GFT mainly stems from big data hubris, algorithm dynamics, as well 
as transparency, granularity, and all-data [95]. In the era of big data, the scalabil-
ity of algorithms mainly reflects the ability of a system to handle increasing data 
or dynamic access request loads. Research challenges are applying low-dimensional 
algorithms in high-dimensional data, data reduction, and working with da-
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ta-intensive applications. 

4.9. Research Paradigm: Conventional Paradigm or the Fourth  
Paradigm 

Jim Gray proposed scientific research has experienced four different paradigms: 
experimental science, theoretical science, computational science, and da-
ta-intensive science. Data-intensive science, also called the fourth paradigm, is 
that scientific researchers can find and mine the needed information and know-
ledge from big data without directly facing the physical objects they are studying. 
For example, big data has changed the way that astronomers do their research. 
Their main task is to find pictures of objects or phenomena from vast databases, 
rather than having to take pictures of themselves in space [96]. In most studies, 
researchers often directly access the data which they need, and they can also 
achieve the purpose that understanding physical world via its historical records. 
The historical records in many fields are already enough to support researchers 
to conduct a scientific research with the advent of data-enriched offerings. Data 
scientists do not have to collect or investigate data in the physical world by 
means of conventional ways such as questionnaire and interview. Historical data 
are more objective and credible, compared with investigative data. The chal-
lenges in related studies are to distinguish the Third Paradigm from the Fourth 
Paradigm, to put the Fourth Paradigm into practices, to conduct in-depth theo-
retical studies and to apply it to more specific domains. 

4.10. Big Data Skills Shortage: Data Engineer or Data Scientist 

The goal of traditional education for data professionals is to train data engineers 
who are able to design, build, secure, and monitor, backup and recovery of data 
processing systems. However, those data engineers are not qualified for the 
challenges of Data Science (DS), and the DS has to find alternative data profes-
sionals called Data Scientists. Data Engineers and Data Scientists differ in their 
job responsibilities: the former is responsible for data management, while the 
latter is good at data-based management, such as data-based decision-making, 
data product development, and business definition. The challenges of theoretical 
research about data scientists are to exactly define their job responsibilities, to 
improve their unique capabilities, to manage data science projects and to con-
duct their career development planning. 

5. Emerging Trends in Data Science 

There are 10 trends in Data Science (DS) research, and they share four common 
characteristics as follows: 

1) Shifts in thinking paradigm will be the underlying trend. The Shifts in 
thinking paradigm refers to the transfer of methodologies from know-
ledge-centered thinking to data-centered thinking discussed in Section 4. The 
introduction to data-centered thinking will further accelerate the adoption of 
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Data-intensive Scientific Discovery Paradigm. Dualistic cognition of the world 
will be replaced by ternary cognition, and the aim of relevant research is to un-
derstand the physical world via studying the data world. Diversification of 
thinking patterns and shift in research paradigms has a profound influence on 
the research of DS, which will change the motivations, methodologies and objec-
tives of data projects. 

2) Domain-specific Data Science will be the hot topic. One of the main pur-
poses of Data Science (DS) is to bridge the gap between big data and traditional 
knowledge. There are revolutionary changes to the volume, variety, velocity, and 
values of data, but the knowledge has not been updated to keep up with them. 
Consequently, traditional knowledge fails to deal with big data problems. Taking 
advantages of big data is the crucial research questions in most disciplines, and 
domain-specific DS will be the popular topics in the future. 

3) Domain-general Data Science will be the research bottleneck. Domain-specific 
Data Science is heavily depended on domain knowledge, and its studies limited 
only within the specific disciplines. The differences between Domain-general 
Data Science and Domain-specific Data Science lie in their basic theories, me-
thods, techniques, tools, and typical practices. The bottleneck of DS studies is to 
build Domain-general Data Science, to answer the shared question from differ-
ent disciplines, and to provide a new theoretical basis for the research in various 
disciplines. 

4) Nurturing a data ecosystem is the ultimate purpose. Data Science (DS) is a 
practical discipline, and the research should not be isolated from its application 
in the specific domains. Along with technological issues, the DS studies also in-
volve development strategies, infrastructure, human resources, ethics, policies, 
laws of big data. Therefore, the ultimate purpose of DS practices is to utilize big 
data for nurturing a new ecosystem. Putting DS researches into the big data 
ecosystem needs a holistic approach for data problems and further promote the 
mutual transformation between data, energy, and materials. 

5.1. Shifts in Data Analysis Methodologies 

In this data-intensive world, predictive models are more important than ever 
in order to make sense out of what is around us and to estimate, assess, or plan 
for what might happen in the future [97]. Predictive modeling rather than inter-
pretive modeling (which are used for attribution) is an import part of data 
science projects. Predictive modeling is forward-looking, and constructed for 
predicting new observations. In contrast, explanatory modeling is retrospective 
and used to test an already existing set of hypotheses [98]. Besides, Predictive 
modeling follows Data Paradigm, while explanatory modeling follows Know-
ledge Paradigms. 

One of the reasons why data scientists should emphasize predictive modeling 
is that “patterns often emerge before the reasons for them are apparent.” [99] 
Predictive modeling is based on Hypothetico-Deductive Method [100]. A hypo-
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thetico-deductive method works in two steps: in the first step, hypotheses (mod-
els) are proposed and in the second step the consequences of the hypotheses 
(models) are deduced using the available facts [100]. A good research hypothesis 
requires data scientists to have creativity, critical thinking and curiosity. 

Complex models often do a bad job of predicting new data, though they can 
be made to fit the old data quite well [101]. The prediction model should be 
simpler than the interpretation model for two reasons. The first reason is that 
prediction model is required operating in real-time in some cases and the simp-
ler model take less computing time. The second reason is that the simplest solu-
tion is almost always the best (Occam’s Razor [102]). 

Correlation is simply a relationship between events, causation indicates that 
one event is the result of the occurrence of the other events. The concept of cor-
relation underlies a vast number of techniques for predictive modeling, statistic-
al analysis, and other data mining [29]. 

5.2. Adoption of Model Integration and Meta-Analysis 

Single model is often used to in traditional data analysis. The proliferation of 
new big data technologies in recent years and requirement to improve accuracy 
of data analysis have made data model increasingly complex. In other words, the 
model used in traditional data analysis has two characteristics: single and com-
plex. 

However, it is difficult to find a single theoretical model can fully apply to dy-
namic and heterogeneous data. So people try to integrate multiple and simple 
models to address this issue. In other words, the model in big data analysis has 
two characteristics: multiple and simple. 

Adoption of model integration is a new trend for Data Science research. Data 
scientists usually split a data analysis project into multiple small tasks and per-
form them with model integration. For example, deep learning allows computa-
tional models that are composed of multiple processing layers to learn represen-
tations of data with multiple levels of abstraction [103]. 

The use of data model will become more and more important as the need 
grows for data analysis. Meta-analysis is as important as model integration. Pri-
mary analysis is the original analysis of raw data in a research study. It includes 
descriptive statistics, parameter estimation and hypothesis testing. Secondary 
analysis is the re-analysis of data for the purpose of answering the original ques-
tion with better statistical techniques, or answering new questions with old data. 
While meta-analysis refers to the analysis of analyses, it is used to analyze a large 
collection of analysis results from individual studies for the purpose of integrat-
ing the findings [104]. 

5.3. Introducing Data First, Schema Later or Never Paradigm 

The traditional relational data model uses the “schema first, data later” ap-
proach. Before users can load and store any data, they must design a schema 
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firstly [105]. When the schema is modified, they need to not only redefine the 
data structure, but also adjust the data application. But the data schema may be 
constantly changing or it cannot be design for big data. Besides, it is easy to 
cause data loss when loading and storing large amount of data. So the “schema 
first, data later” approach is not applicable to big data management. 

Instead, data first, schema later or never is a trend in Data Science. For exam-
ple, the technology of NoSQL uses key-value data model and schema later or 
never approach to ensure the agility of data management system. Despite the 
fact that data first, schema later or never approach is effective in the era of da-
ta-enriched offerings, it also brings some problems: it limits the performance of 
data management systems and increases the difficulty of application develop-
ment. 

The rise of data first, schema later or never paradigm is based on the change 
that from Pay-before-you-go to Pay-as-you-go. Pay-before-you-go pattern in 
information system construction requires people to define an information sys-
tem firstly. The information system will be relatively stable within a short period 
of time after it is developed. The disadvantage of Pay-before-you-go pattern is 
that it cannot adapt to the complex and applications’ dynamic changes. 

5.4. Rethinking Data Consistency in Big Data Systems 

Traditional data managers want to achieve strong and perfect data consistency, 
which means that data values in one data set should be consistent with values in 
another data set at the same point in any time. To have strong consistency, de-
velopers apply Two-phase Locking Protocol and Two-phase Commit protocols 
to relational databases. Strong consistency is not only helpful to ensure data quali-
ty, but also reduce the cost of computing subsequently. But big data management 
requires high scalability, high performance, fault tolerance, high scalability and 
high economic benefits. Strong consistency does not apply in the age of big data. 

NoSQL and other emerging data management technologies fundamentally 
change people’s traditional understanding to data consistency. People put for-
ward some new data management theories such as CAP theorem and BASE 
principle, and concepts such as weak consistency and eventual consistency. Ses-
sion consistency, update consistency and read-write consistency are used to op-
timize data management. In Data Science, different consistency needs are pro-
posed according to diverse application scenarios. 

The shift in people’s need of data consistency reflects that the primary goal of 
data management is from perfectionism to realism. According to the CAP theo-
rem [106], a distributed system can deliver only two of three desired characteris-
tics: Consistency, Availability, and Partition tolerance. For example, Cassadra 
and Dynamo abandoned Consistency for Availability and Partition Tolerance. 

5.5. Recognizing Data Replication and Data Locality 

Data redundancy leads to high cost for achieving data consistency, so the nega-
tive impact of it should be eliminate in traditional relational database. But re-
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dundant data is useful for load balancing, disaster recovery, and integrity inspec-
tion. The redundant data takes up more storage space through adding materia-
lized views and adopting multi-copy technology, so that database can reduce the 
response time of user requests and ensures a better user experience. For exam-
ple, Google Chrome saves images and html in a cache folder. 

In addition, Data Locality has gained increasing attention in the development 
of computing application system. Data locality refers to the ability to move the 
computation close to actual data, instead of moving large data to computation. 
For example, RDD’s get Preferred Locations method makes data can be read lo-
cally. And MapReduce schedules Map tasks to the machine that stores copy data. 
The rising of Multi-copy technology and Data Locality reflects that the tradi-
tional “compute-centric” product deployment pattern is changing to the “da-
ta-centric” one. The rising of Multi-copy technology and Data Locality reflects 
that the product deployment pattern is changing from compute-centric to da-
ta-centric. 

5.6. Growth in Integrated Data Applications 

Although there are many traditional relational databases, each of them adopts 
single highly standardized technology (such as the relational model or SQL). 
While the emerging NoSQL database adopts a variety of data management 
technologies based on different query interfaces and data models (such as 
Key-Value, Key-Document and Key-Column, and graph storage model). Diver-
sification and high specialization are trends in emerging technologies. For ex-
ample, MapReduce focus on Map/Reduce process splitting and combination, 
Tez focus on distributed batch processing, Storm focus on real-time processing 
and Druid focus on OLAP-oriented column storage. Some common techniques, 
such as Spark and YARN, are also becoming more specialized. 

In traditional data computing/management, data product development uses 
single model that is relational, hierarchical or network. However, big data leads 
to integration of diverse computing/management technologies. Some integrated 
products combine multiple technologies into a single package. Hardware-software 
integration and embedded applications are emerging as key solutions to today’s 
data computing/management problems. For example, Oracle Big Data [107] of-
fers an integrated portfolio of products including HDFS, Oracle NoSQL, Clou-
dera CDH, data warehouse, memory computing and analytical applications. 

Developing integrated applications is an important trend at the product level. 
The implementation of a product relies on integrating multiple technologies. 
Besides, the specialization trend is worth to be paid attention to at the technolo-
gy level. A new technology addresses a relatively single problem. 

5.7. Changes in the Complexity of Data Computing 

Data scientists should adopt the simplest techniques to deal with complex data 
problems and to face constantly changing application scenarios. In contrast, the 
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techniques adopted in traditional data management are often complex. For ex-
ample, traditional relational database uses Join operation to complete complex 
multi-table query. But Join operation requires that data cannot distributed 
among multiple nodes, so it is a bottleneck for relational databases to improve 
their data management capabilities. NoSQL abandoned complex Join operation, 
and instead simpler technologies. 

Data Science is a highly practical subject, and its researches mainly focus on 
how to solve practical problems in the current society, rather than realize com-
plex computing. Reduction in complexity of data computing is an emerging 
trend in Data Science. 

5.8. The Advent of Data Products 

Data product is a product that is featured by the use of data. Data scientists 
should think of a data product purely as a data problem [19]. Specifically, data 
product is all product that involves ingesting, processing, or presenting data. A 
data product can be used by people, computers, and other software and hard-
ware systems to meet their needs. Data products include data sets, documents, 
knowledge bases, application systems, hardware systems, data service, data in-
sights, data-driven decisions. For example, Google Glass should be regarded as a 
data product since it is enabled by Google big data.  

As a key part of Data Science, data product development involves building out 
models, as well as running algorithms and technical deployment into production 
systems [108]. Combining data science with traditional product development is 
an emerging trend. The boundary between data product development and tradi-
tional product development will be increasingly blurred in the future. Data 
scientists should apply data-centric architecture when designing data product, 
and take user experience as the main evaluation indicator after they use the 
product. Embedding data science into a specific domain is a necessary part of 
product development, and it is beneficial to optimize traditional products and 
improve traditional products’ competitiveness. 

5.9. The Rise of Pro-Ams and Citizen Data Science 

Knowledge is usually learned from domain experts/specialists in a traditional 
data analysis team. For example, ontologies need to be constructed by domain ex-
perts and an expert system contains the knowledge of human experts in a specific 
domain. But Pro-Am [109] plays an important role in the big data era. Pro-Am 
refers to quasi-expert people between expert and business people. Crowdsourc-
ing has become increasingly prominent as a method of data processing in recent 
years. Most participants in a crowdsourcing task are Pro-Ams. Wikipedia is dif-
ferent from traditional encyclopedias in that its main contributions are com-
pleted by Pro-Ams instead of professionals only. 

Traditional knowledge base is either a highly structured collection with insuf-
ficient data or a lowly structured collection with sufficient data. Crowdsourcing 

https://doi.org/10.4236/dsi.2020.11002


L. M. Chao et al. 
 

 

DOI: 10.4236/dsi.2020.11002 41 Data Science and Informetrics 
 

is one of the best practices for solving this contradiction. Large-scale collabora-
tion in crowdsourcing is classified into three types: machine collaboration, hu-
man-machine collaboration, and interpersonal collaboration. Among them, 
human-machine collaboration is the preferred means of conducting Data 
Science practices. For example, hybrid intelligence combines machine and hu-
man intelligence to overcome the shortcomings of existing AI systems [110]. 
The Semantic Web technology also supports for human-machine collaboration.  

Citizen Data Science refers to an area that typically non-technical people par-
ticipate in. It is the result of applying Pro-Am and large-scale collaboration in 
Data Science. Citizen Data Scientists are mainly non-professional hobbyists and 
volunteers who are different from Professional data scientists. In other words, 
Citizen Data Science is a quasi-data science based on crowdsourcing and Pro-Ams. 

5.10. The Increasing Demand for Data Scientists 

Data science is one of the hottest professions in recent years, data scientists are 
needed urgently to realize the opportunities presented by big data [111]. Ac-
cording to Drew Convey’s data science Venn diagram [112], there are three basic 
components: theory (statistics and mathematics), practice (domain practices) 
and skill (hacking skills). A great data scientist not only masters the theory and 
practice of traditional science, but also has skills of creative design, critical 
thinking, and curiously questioning. 

Therefore, cultivating great data scientists who have degree in data science is 
an important topic. There are four questions to be solved: 1) How to cultivate 
data science students through undergraduate [113], master [114] and PhD [115] 
programs? Current data science programs are mostly aimed at undergraduate 
and master students, programs for PhD students are not enough. 2) Is it neces-
sary to set up a data science major? In China, the major of data science is named 
as “data science and big data technology”. 3) How to build data science on 
knowledge from other disciplines? 4) How to create a tailored curriculum for 
learning data science? [113] 

6. Conclusions 

Data Science (DS) is an interdisciplinary discipline that employs statistical and 
machine learning methods in order to convert big data into actional insights, 
and its development remains at the innovation trigger stage. In contrast with 
well-developed disciplines, DS adopts the data-centered thinking pattern, recog-
nizes that the property of data is more active than passive, converts big data into 
intelligence, solves data-intensive tasks, conducts data wrangling or munging, 
enhances user experiences of big data systems, introduces data intensive scien-
tific discovery, as well as educates data scientists. DS is unique in its scientific 
objectives and research paradigm, and does not replicate directly the experiences 
from traditional disciplines. Some novel topics, principles, and paradigms are 
essential for further research on Data Science.  
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1) To avoid misconstruing Data Science. It is central to build the theoretical 
system of Data Science that most of the researchers should understand the 
meaning of this new discipline correctly. However, there is no shared under-
standing on Data Science yet. Some of them insist that data science is merely in-
terdisciplinary applications of Statistics and Machine Learning, and it does not 
need its own new theories. They argue that application of Statistics and Machine 
Learning is crucial for DS, and overlook the unique theories of Data Science. In 
fact, Statistics and Machine Learning are the theoretical foundation of DS, not its 
core components. DS is an independent discipline like Statistics and Machine 
Learning. DS is unique in its scientific mission, research perspective, thinking 
pattern, underlying principles and theoretical framework, which are distinct 
from other disciplines. Therefore, to avoid misinterpreting Data Science is a 
prerequisite for building its theoretical system. 

2) To take advantages of active property of big data. One of the main con-
tributions of Data Science is that it shifts our thinking pattern and views big data 
as active beings. People have been thought of data as passive or dead thing to 
date, and how to input human intelligence into data is the main concern of the 
related studies. For instance, traditional data prepressing theories try to convert 
complex data into simple data through defining schema, data cleansing, and 
filling missing values. However, Data Science highlights the active property of 
data and begins to discuss how to take advantage of data. As a result, some novel 
terms, such as data-driven applications, data-centric design, data insights, and 
big data ecosystem, are widely accepted. Data Science regards complexity as a 
natural attribute of big data and does not conduct traditional data preprocessing 
no longer. Admitting that data is active rather than passive is the basic starting 
point of studying Data Science. 

3) To balance the three dimensions of Data Science. Data science (DS) not 
only involves theory and practice, but also requires skills such as creative design, 
critical thinking and curious asking. DS differs from traditional disciplines in 
that it has three main dimensions: theory, practice and skills. The research on 
data science should not only bridge the gap between theory and practice, but al-
so avoid overlooking its skill dimension. To balance those three dimensions is 
one of the main challenges in Data Science studies. 

4) To introduce Design of Experiments. Design of Experiments（DOE）is 
one of the essential activities of data science projects. Data scientists should crea-
tively propose research hypotheses according to the objectives of data science 
projects, and design corresponding experiments, and conduct the data experi-
ments and test the hypothesis. Taking the student programs of Data Science 
majors in the University of Washington as well as the University of California, 
Berkeley as examples, courses titled Applied Statistics & Experimental Design or 
Experiments and Causality were provided, respectively. The both courses focus 
on improving students’ ability in DOE as well as hypothesis testing. 

5) To embrace causality analysis. There is a misconception that Data Science 
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(DS) only concerns correlation analysis, and causality analysis is outside the 
scope of it. However, correlation analysis can only be used to identify the corre-
lations in big data, but cannot guide how to optimize and intervene in the iden-
tified correlations. Where the correlation changes, or human intervention is 
needed, the causation relation in big data is required to be analyzed. In a DS 
project, the data scientists are responsible not only to discover possible correla-
tions in big data, but also to reveal the causality behind the correlations with the 
collaboration of domain experts. To embrace causality analysis is becoming one 
of the most discussed topics in DS. For instance, the Experiments and Causality 
Analysis or the Causal Inference for Data Science are listed in DS courses at 
University of California, Berkeley and Columbia University, respectively. 

6) To develop data products. Developing data products is one of the distinct 
objectives of Data Science (DS) studies. Data products in DS are not limited to 
products in data form. All products that utilize data to provide new services 
should be regarded as a data product. Data can be used to promote product in-
novation, and traditional products will be transformed into data products by ap-
plication of DS theories. For example, Google Glasses is a data product in that its 
novel features are derived from data. Data-centered thinking is the fundamental 
difference between data products and traditional ones. Data products will be the 
most common applications of Data Science.  
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