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Abstract 
A large part of our daily lives is spent with audio information. Massive obsta-
cles are frequently presented by the colossal amounts of acoustic information 
and the incredibly quick processing times. This results in the need for appli-
cations and methodologies that are capable of automatically analyzing these 
contents. These technologies can be applied in automatic contentanalysis and 
emergency response systems. Breaks in manual communication usually occur 
in emergencies leading to accidents and equipment damage. The audio signal 
does a good job by sending a signal underground, which warrants action from 
an emergency management team at the surface. This paper, therefore, seeks 
to design and simulate an audio signal alerting and automatic control system 
using Unity Pro XL to substitute manual communication of emergencies and 
manual control of equipment. Sound data were trained using the neural net-
work technique of machine learning. The metrics used are Fast Fourier trans-
form magnitude, zero crossing rate, root mean square, and percentage error. 
Sounds were detected with an error of approximately 17%; thus, the system 
can detect sounds with an accuracy of 83%. With more data training, the sys-
tem can detect sounds with minimal or no error. The paper, therefore, has 
critical policy implications about communication, safety, and health for un-
derground mine. 
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1. Introduction 

Audio information plays a very important role in our everyday life. Audio in-
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formation ranks along with video, as the two most dominant means by which 
humans perceive their environment. The overwhelming volumes of audio in-
formation and the sheer speed with which the information needs to be processed 
often present enormous challenges. This results in the need for applications and 
methodologies that are capable of automatically analyzing this content. These 
applications can then be leveraged in tasks such as automatic content analysis 
and emergencyresponse systems where they work in tandem with human oper-
ators to provide the needed information about the situation. Furthermore, inter-
preting audio information in the soundtracks of video can provide additional con-
text for machine vision applications such as scene understanding [1] [2] [3]. Since 
a break in manual communication can occur in an emergency which can cause 
accidents and equipment damage, it is necessary to prevent this situation. The 
audio feature extraction and classification were performed based on convolutional 
neural network (CNN), which has the potential to extract more relevant sound 
spectrum characteristics of the audio data category [4]. 

The audio signal does a good job by sending a signal to the emergency control 
room that will give information on the type of emergency happening under-
ground and the action to be taken by the emergency control center at the surface 
[5] [6]. Therefore, this research seeks to design and simulate an audio signal alert-
ing and automatic control system using Unity Pro XL to prevent manual com-
munication of emergencies and manual control of equipment [7]. This research 
aims to design and simulate an audio signal alerting and automatic control sys-
tem for underground mine to improve communication and safety. To achieve this 
aim, the paper purposes to: detect fault and emergency conditions using sensors, 
integrate an alerting system with a buzzer to give a notification at the emergency 
control room, introduce an automatic switching system to turn on the standby 
pump when the duty pump is faulty and no action is taken after the alert and test 
the physical model of the system. The trained sound extracted from the simula-
tion is used a as control signal to automatically send test sound level of the mon-
itoring equipment at the underground pumps to alart the operators of an im-
pending emergency. The location and the state of the equipment is displaced on 
the SCADA red if there is fault, for the necessary action to be taken. Hitherto the 
troubleshooting was done through manual inspection. The techniques used in-
clude employing programable logic control (PLC) and the supervisory control 
and data acquisition (SCADA) functionality of MATLAB to create the system’s 
circuit design and simulation using Unity Pro XL [8] [9]. The contributions of 
this paper are: 

1) The use of engineering tools and methods. That is the use of MATLAB, 
PLCs etc. to draw meaningful conclusions.  

2) The created predictive model for identifying the various levels of sounds 
and their implications to the emergency response team. 

2. Related Works 

Nowadays, emergencies are the leading cause of fatalities. In addition to mortal-
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ity, there is a general decline in health that occasionally coexists with significant 
social challenges, especially for individuals over the age of 60. These folks often 
find it very tough to escape during circumstances because of their weakness. For 
senior living facilities, Personal Emergency Response Systems (PERS) were de-
veloped to increase security [10]. A call button that the subscriber wears on a 
bracelet or neck chain, along with a two-way intercom that is connected to a phone 
line, make up the most popular type of PERS now in use. If help is needed, the 
subscriber just hits the button, which places an immediate call to a live operator 
via the intercom. The operator consults with the subscriber to determine the 
problem and choose the best course of action, which may include getting in touch 
with a neighbour, a member of the family, or an emergency response team. This 
condition frequently leads to false alerts due to accidental button pressing. This 
makes it more difficult for emergency personnel to react to actual circumstances. 
The push-button activator must be worn at all times, and subscribers must be 
conscious and physically able to activate it in case of emergency. This places a 
heavy load on subscribers under the current methods. The requirement to wear 
the activator causes stigma for many elderly people. 

Using arrays of infrared sensors, thermal images of an occupant were produced 
[11]. The tracking system will be used, per the research, to notify the PERS. Re-
gardless of the technique utilized for detection, once a PERS alarm has been 
triggered, the response effort must be coordinated with the user. By including 
the user, the PERS responds in the best way while maintaining the user’s control 
over decisions affecting their health. Mann [12] set out to create an innovative 
approach to automatically connect the user to a call center when an alarm is 
triggered. In their investigation, they took into account the viability of applying 
automated dialog and artificial intelligence techniques. It improves the usability 
and efficiency of PERS for people over 60 in an emergency. Other research has 
also proven the use of Automatic Speech Recognition (ASR) with microphone 
arrays and speech recognition software to enable dialogue and dialog as a means 
of interacting with a PERS. The widespread use of the most recent ASR technol-
ogy in a variety of fields, such as interactive voice response (IVR) telephone sys-
tems, office speech-to-text software, and others, is evidence of the enormous 
strides made in accuracy and practicality. ASR provides a simple, intuitive, and 
unobtrusive way to interact with the PERS by letting the user choose the best 
course of action in response to the detected alert, such as dismissing a false 
alarm or interacting directly with a call center operator [13]. The user has more 
control as a result. 

In [14], the core problem of audio segmentation and categorization was ex-
amined. The topic at hand is how to distinguish between speech and music, the 
two most important types of audio. Speech and music both have incredibly var-
ied temporal morphologies and spectral distributions, which makes it simple to 
classify sounds with a high degree of accuracy. When further classifying audio 
data, consideration may be given to sounds other than voice and music. After 
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the music was first recognized using the average amount of time that peaks last 
in a certain frequency range, pitch tracking was utilized to separate speech from 
music. Another area of interest for Grosche was the investigation of audio con-
tent-based music retrieval [15]. The information that verbally characterizes the 
audio content itself is a prerequisite for traditional retrieval algorithms. Since 
there are no textual descriptions accessible in this case, content-based retrieval 
algorithms that just use the raw audio data are required. In their contribution, 
they discussed a-query-by-example paradigm-based content-based retrieval 
strategies. In their approach, given an audio query, they get any documents from 
a music collection that are even vaguely linked to the audio query. They stressed 
that these strategies can be grouped generally according to their specificity, which 
is the degree of connection between the database records and the query. High 
specificity refers to a rigorous sense of likeness, whereas low specificity refers to 
one that is quite fuzzy. Additionally, they developed a theory of granularity- 
based classification that distinguishes between retrieval at the fragment and 
document levels. They used a categorization method based on specificity granu-
larity to identify a variety of retrieval scenarios, such as audio identification, au-
dio matching, and version identification. They concluded that they serve as a ba-
sis for user-oriented retrieval systems that incorporate a range of retrieval meth-
ods. 

To greatly reduce the system’s normal power consumption, Dong [16] exam-
ined the settings for automated fire alarm systems, proposed a wireless auto-
matic fire alarm system architecture, and designed and created system module 
hardware, including a communication protocol. However, no sensors were used 
in his investigation. Smart emergency response solutions for fire threats based 
on the Internet of Things (IoT) have been introduced [17]. IoT links previously 
disconnected objects and people. First responders may connect and receive the 
information they need thanks to IoT. The emergency response for fire concerns 
was created using the standardized IoT structure. They adopted modern tech-
nology that modifies conventional forms of human-to-human or human-to- 
machine communication. High levels of intelligence and scalability are present 
in IoT. 

In a nutshell, with the literature reviewed and other related materials, several 
researches have been done about audio content analysis and automatic emer-
gency response However, little work has been done on the interpretation of the 
audio signals. This work, therefore, seeks to design an audio content interpreta-
tion system to detect whether a sound is an emergency or not. 

3. Material and Methods 

This chapter focuses on the design of an audio content interpretation device us-
ing digital signal processing (DSP) techniques and machine learning. The system 
will interpret the content of audio signals, whether they are emergency or not. 
Several audio signals will be collected from the internet, and audio sound data-
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base and will be programmed through MATLAB. The features of these audio 
sounds will be extracted and grouped according to their classes. The scope of 
this work is limited to MATLAB software implementation.  

3.1. Data Collection 

The methods used to acquire data are covered in great length in this section. [18] 
offers a thorough data collection method for speech performance. For this ex-
periment, audio samples that were picked at random from the internet were used. 
The information was compiled using two categories: human noises, such as eve-
ryday speech, shouts, and sobs, and emergency sounds, such as gunshots, earth-
quakes, natural disasters, and fire sounds. Male, female, and child speakers were 
present in the speech audio recording that was chosen. These files were all in 
various file types, including Windows Media Audio (WMA), Waveform (WAV), 
and MPEG-1 (MP3). The sounds were all converted to WAV format to be used 
in MATLAB programs and to guarantee that they all had the same sampling 
frequency.  

3.2. Data Pre-Processing 

Any type of processing done on raw data to prepare it for processing later is 
known as data preparation. A common first stage in the data mining process is 
data preparation, which transforms data into a format that can be processed for 
the user’s purpose more quickly and efficiently. Cleaning, instance selection, 
normalization, transformation, feature extraction, sale, and auction are a few ex-
amples of data preparation techniques. The final training set is the result of data 
preparation. Pre-processing is crucial because real-world data is frequently unre-
liable, deficient in certain pertinent features, noisy, and contains errors or out-
liers. There are also inconsistencies (different names or codes) [19] [20]. 

Pre-processing can be done with a number several methods, including sam-
pling, which selects a representative subset from a large population of data, trans-
formation, which modifies raw data to create a single input, de-noising, which 
removes noise from data, normalization, which arranges data for easier access, 
and feature extraction, which isolates specific data that is significant in a given 
context [21]. It prepares the raw data for further processing. Users have access to 
a method for logical data processing for data mining [22]. “Data cleaning” is a 
general phrase for data processing that refers to replacing missing values, smear-
ing noisy data, identifying or removing outliers, and correcting abnormalities in 
audio signals. The processes for data preparation are described below. 

1) Data integration: It is done using multiple databases, data cubes, or files to 
integrate audio signals. 

2) Data transformation: It is used to normalize and aggregate data signals. 
Normalization involves scaling attribute values to fall within a specified range. 

3) Data reduction: The amount of signal is decreased, yet the analytical results 
are the same or almost the same. 
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4) Data discretization: It entails both data reduction and the substitution of 
notional qualities for numerical ones.  

3.3. Audio Pre-Processing 

Audio pre-processing, which comprises two phases, ensures the consistency of 
audio assets before employing them in a research from one session. 

The pre-editing and standardization of raw audio processing are done before 
effect processing. This typically involves eliminating undesirable segments, such 
as a conversation between takes, coughing, sneezes, and any abnormal peaks, 
such as clicks, thumps, and paper rustling. The audio is then normalized to a 
predefined RMS level after measuring the Root Means Square (RMS) level, en-
suring that all audio files have the same RMS level before any effect processing 
(FX processing) [23] [24]. 

3.4. Algorithm 

There are many methods to represent data. Shifting data into a different field, 
specifically the frequency domain (amplitude of individual frequencies), is one 
method of showing data. The device receives sampled audio data in the form of a 
waveform (WAV), where values are recorded at specified intervals. Additionally, 
stated is the sample rate. The dataset is used to generate subsets for both training 
and validation. The selected attributes were extracted using the training data. On 
the training and validation datasets (non-emergency), emergency and regular 
sound labels were applied. In the training process, one stands for a routine 
sound, and zero for an emergency sound. [25]. 

In this work, the writers adopted machine learning technic by mimicking in-
formation from data, instead of depending on existing equations as models. The 
algorithms will modify its performance when there are additional examples there 
to learn from. This method was used since a lot of data was involved. In our re-
search supervised learning techniques was employed to train a model on known 
input and output data to predict future outputs [26] [27]. During the training 
phase, the neural network algorithm in [28] was deployed to train the data to 
look for what its ideal output should be using binary values (0 or 1) to decide if 
the output is true or false. 

3.5. Audio Feature Extraction 

Feature extraction is the process of breaking down an audio signal into a collec-
tion of feature vectors that each contain a specific piece of information about the 
sound. The variety of audio features accessible for categorization tasks is exten-
sive. There are two types of these features: time domain and frequency domain.  

These features include Mel-Frequency Cepstral Coefficients (MFCC), fre-
quency, pitch short-time are the main parameters investigated in this work in-
clude maximum values, minimum values, Zero Crossing Rate (ZCR), dynamic 
range values, Fast Fourier Transform (FFT) magnitude ratio, and Root Mean 
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Square Value (RMS) [29]. 

3.6. Frequency 

A sound wave’s frequency was based on the number of vibrational cycles that 
occur in a second. Cycles per second (cps) or Hertz (Hz) was used as express in 
[30]. High, low, or medium frequency options are available. The audible range of 
the audio signal is between 20 and 20,000 Hz. Infrasonic sounds are part of this 
frequency range, but ultrasonic sounds are those that fall outside of it [31]. 

3.7. Root Mean Square 

Root mean square energy is based on all samples in a frame. It acts as an indica-
tor of loudness, since higher the energy, louder the sound. It is however less sen-
sitive to outliers as compared to the Amplitude Envelope. This feature has been 
useful in audio segmentation and music genre classification tasks. 

The square root of the arithmetic mean of the squared deviations of the cor-
rectly predicted sounds from the actual sounds is known as the Root Mean Square 
(RMS). According to [32], the RMS is an extremely significant validation tool, 
where its usefulness in validating predictions was established. The distribution of 
RMS features is employed in this study to identify the boundaries between emer-
gency and non-emergency sounds [33]. The method of boundaries is based on 
the amplitude distribution of the audio samples’ dissimilarity measure. It can 
mathematically be calculated as: 

( )2

1

1RMS
i n

i
i

x x
n

=

=

= −∑                      (1) 

where, n = number of samples.  
x  = the mean value of the samples. 

ix  = the ith sample. 

3.8. Fast Fourier Transform Magnitude Ratio 

The Fast Fourier Transform (FFT) technique is used to compute the discrete Fou-
rier transform. It transforms a signal from the time domain to the frequency do-
main by decomposing a function into a frequency domain composition. By com-
paring the magnitudes of the low-frequency and high-frequency FFT compo-
nents, the FFT magnitude ratio calculates the difference between them [34]. 

In the time domain, RMS energy, zero crossing rate, and amplitude envelope 
are examples of extractions that can emanate from extracted waveforms of the 
raw audio. In the case of frequency domain: These focus on the frequency com-
ponents of the audio signal. Signals are generally converted from the time do-
main to the frequency domain using the Fourier Transform. Band energy ratio, 
spectral centroid, and spectral flux are examples. Time-frequency representation: 
These features combine both the time and frequency components of the audio 
signal. The time-frequency representation is obtained by applying the Short- 
Time Fourier Transform (STFT) on the time domain waveform. Spectrogram, 
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mel-spectrogram, and constant-Q transform are examples. 

3.8.1. Zero Crossing Rate 
The Zero-Crossing Rate (ZCR) of an audio frame refers to the rate at which the 
signal alternates in signs during the frame. Differently expressed, it is defined as 
the frequency by which the signal changes in value; that is, alternating between 
negatives and positives, which is then divided by the frame’s length. The equa-
tion below expresses the ZCR. 

( ) ( ) ( )
1

1 sign sign 1
LW

i i
nL

Z i x n x n
W =

= − −      ∑              (2) 

where ( )sgn ⋅  is the sign function expressed as 

( ) ( )
( )

1, 0
sgn

1, 0
i

i
i

x n
x n

x n
 ≥=    − <

 

ZCR can be thought of as a measurement of a signal’s noise level. For in-
stance, in the situation of noisy signals, it typically displays greater values. It is 
also known to reflect a signal’s spectrum properties, albeit somewhat coarsely. Its 
adoption by several applications, such as speech-music discrimination, speech de-
tection, and music genre categorization, to name a few, has been attributed to its 
simplicity in computation. In speech frames, the respective ZCR values are often 
lower (depending, of course, on the type and context of the phoneme that is 
pronounced each time), but the values for the noisy regions of the signal are high-
er. It’s noteworthy to note that speech signals can exhibit higher standard devia-
tion for this attribute across subsequent frames than musical signals [35]. 

3.8.2. Dynamic Range 
The difference between the maximum and minimum values is calculated. In terms 
of math, it is calculated as: [36]. 

Dynamic Range Maximum Values Minimum Values= −         (3) 

Figure 1 shows the flow chart which is developed to create a representation of 
the sequence of operations that are carried out to define the logic basis for the 
programming. 

4. Results and Discussions 

This chapter focuses on validating the audio content interpreter designed. To 
ensure the effectiveness of this system, many audio signals (pure human speech, 
sounds from fire or flames, gunshots, or explosions) were used. Six features were 
used to know the distinct characteristic of these sounds.  

4.1. Selected Features Extracted 

Regarding the desired attributes of the original data, these features must be illu-
minating. Because we want our analysis algorithms to be based on a relatively 
limited number of features, feature extraction can also be thought of as a data  
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Figure 1. Flow chart of the system operation. 

 
rate reduction technique. The audio signal in our situation is a large amount of 
original data, making it difficult to process it directly for any analysis work. 
Therefore, we must convert the initial data representation into one that is more 
appropriate by removing audio aspects that describe the characteristics of the 
original signals while lowering the data volume. For example, the divergence of 
the signal’s energy when discriminating between speech and music segments is 
an attractive feature candidate since this feature has a physical meaning that 
matches well with the specific classification task [37].  

4.1.1. Short-Term and Mid-Term Processing  
The majority of audio analysis and processing techniques involve short-term fea-
ture extraction, which divides the data into short-term frames (windows). The 
feature extraction stage likewise uses this method; the audio stream is divided 
into potentially overlapping frames, and a collection of features is computed for 
each frame. Each audio signal subjected to this form of processing yields a se-
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quence, F, of feature vectors [38].  

4.1.2. Mid-Term Windowing in Audio Feature Extraction 
The processing of the feature sequence on a mid-term basis is another typical 
technique. This method of processing divides the audio signal first into mid- 
term windows, and then performs the short-term processing stage for each win-
dow. In a subsequent phase, feature statistics, such as the average value of the zero- 
crossing rate, are computed using the feature sequence, F, which is extracted 
from a mid-term segment. In the end, a set of statistics that correspond to the 
corresponding short-term feature sequences for each mid-term segment serve as 
its representation. Depending on the application domain, the duration of mid- 
term windows often ranges from 1 to 10 seconds in practice [39]. This aids to-
create the corresponding mid-term audio statistics and divide a big audio file (or 
audio stream) into mid-term windows. That is when the audio file being ex-
amined is particularly long in duration, loading all of its material at once may be 
impossible due to memory constraints. For this reason, the function shows how 
to read a huge content of audio file gradually using data chunks (blocks), which 
may be one minute long. 

4.1.3. Extracting Features from an Audio File  
The presentation of some of the most significant and popular audio features will 
now be done, along with the MATLAB code and examples that go with them. In 
the context of the examples given, we also discuss a number of statistics that, 
over the long term, offer respectable discrimination capabilities among the audio 
classes. The feature extraction functions are to be called inside a short-term 
analysis process, as is the case with function Feature Extraction, and it should be 
noted that we presume the input to the feature extraction functions is an audio 
frame [40]. 

4.1.4. Time-Domain Audio Features 
Typically, the audio signal’s samples are used to directly extract the time-domain 
audio properties. The short-term energy and short-term zero-crossing rate are 
typical instances. Although it is typically essential to integrate them with more 
complex frequency-domain characteristics, such features provide a straightfor-
ward method of analyzing audio signals [41]. 

( ) ( ) 2

1

LW

i
n

E i x n
=

= ∑                        (4) 

Usually, dividing energy by LW  to eliminate the dependency of the length of 
the frame leads to normalization of energy. Subsequently, (4) reduces to 

( ) ( ) 2

1

1 LW

i
nL

E i x n
W =

= ∑                      (5) 

The power of the signal is given by (5). 
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4.1.5. Frequency-Domain Audio Features 
MATLAB’s built-in function makes it simple to compute a signal’s discrete fourier 
transform (DFT). Because it offers a practical representation of the distribution 
of the frequency content of sounds, or of the sound spectrum, DFT is commonly 
employed in audio signal analysis. The DFT of the audio signal serves as the 
foundation for a few often-utilized audio features. Frequency-domain (or spec-
tral) audio characteristics are another name for these features. We first compute 
the DFT of the audio frames using the get DFT method, before we can compute 
the spectral characteristics. Each audio frame’s DFT is calculated by function 
Feature Extraction. And numerous spectrum characteristics are computed using 
the DFT coefficients that are produced [41].  

4.1.6. MFCCs Mel-Frequency Cepstrum Coefficients (MFCCs) 
In our work, MFCCs is used a sort of cepstral representation of the signal in 
which, as opposed to the linearly spaced method, the frequency bands are spread 
according to the mel-scale. MFCCs are extracted from a frame by performing 
the following steps:  

1) A DFT computation is made.  
2) The resulting spectrum is fed into a bank of L filters in a mel-scale filter. 

The frequency responses of the filters typically exhibit, triangular overlap. In an 
effort to be consistent with some psychoacoustic observations that suggest the 
human auditory system may discriminate nearby frequencies more easily in the 
low-frequency domain, the mel-scale incorporates a frequency warping effect 
[42] [43] [44]. 

The plots of the maximum values of the four sound groups; that is gunshot, 
fire, scream, and speech (normal sound) are presented. The maximum values of 
these sounds are compared. However, the minimum values show the least values 
from the four audio sounds. From comparison in Figure 2 and Figure 3, it was 
noticed that gunshots had the least value. 
 

 
Figure 2. Minimum values of selectedsound types. 
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The minimum and maximum values of the selected soundhelped to find the 
average minimum sound level and average maximum sound level for all the se-
lected sound types. The average sound level for Gunshot, Fire and scream was 
found which was used as the setpoint or the reference point. Example, if the av-
erage sound level for gunshot is 100 dB, fire is 70 dB and scream is 40 dB, when 
any signal is sent to the control room whose sound level is 100 dB and above 
everybody will know it is incident which involves Gunshots and if it is 70 dB and 
above it is incident which involves fire.  

Comparing Figure 3 and Figure 4, it is seen clearly, the distinctness of the 
two graphs. Hence these two features were selected for the training of the model 
based on the maximum variation across the various classes and the minimum 
variance across samples in the same class. 

With the dynamic range of the selected sound, it is possible to know the loud-
est sound peak for each sound type that will be sent as in Figure 5. For instance,  

 

 
Figure 3. Maximum values of selected sound types. 

 

 
Figure 4. FFT magnitude ratios of selected sound types. 
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Figure 5. Dynamic range of selected sound types. 

 
if the human auditory system has a dynamic range of about 90 dB and gunshot 
in the range of 160 to 168 dB, any signal sent from the emergency response unit 
which gives more than the 160 dB will definitely indicate incident involves gun-
shots. 

4.1.7. Comparison of FFT Magnitude Ratio and ZCR 
The disparity of the ZCR for gunshot differs strongly from the other sounds 
(Figure 6). With regard to the RMS, the scream has the highest average ampli-
tude, followed by gunshot, speech and fire (Figure 7). This means that scream 
contains the highest energy waveform, while fire has the lowest energy wave-
form. For that of FFT, the variance between each sound group is minimum 
(Figure 4), indicating that the selectedsound types share similar acoustic (or 
similar temporal and frequency) features. 

4.2. Simulation of the System 

This study makes use of two datasets. The system is trained using the first data-
set, and the classification model is tested using the second dataset. Selected audio 
sound kinds are taught in this procedure so that the system can tell one sound 
type from another. It is then tested to check the validity and the errors generated 
during the running of the process. A neural network was trained using the 
graphs in Figure 4 and Figure 6 (ZCR and FFT) that had the most distinguish-
able features out of all the features that were plotted. This training phase is car-
ried out to enable the system to evaluate the relative weights of the chosen fea-
tures and the respective contributions of each to the sound classification. It is 
trained to classify emergency sounds as zero (0) and normal sounds as one (1). 

4.3. Analysis of Extracted Features 

From the above feature plots, it is seen that the FFT magnitude ratio has the 
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lowest variance among samples of the same class. Also, the ZCR shows the wid-
est distinctions across the various classes. Therefore, these two features were se-
lected for the training of the neural network. The training data for emergency 
sounds were 150 files and that of normal sounds were 200 files (Table 1).  
 

 
Figure 6. ZCR values of selected sound types. 

 

 
Figure 7. RMS values of selected sound types. 
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Table 1. Segmentation of collected audio files. 

Audio Class Number of Audio Files 

Emergency 150 

Normal Sound 200 

Validation of the System 
Validation was done to determine if the system can perform on test data as ex-
pected from the training. As indicated by the higher RMS values of the selected 
sounds types, the variance for each sound type is high, showing that sounds were 
produced at varying frequencies or pitches. It also an indicates the ability of the 
system to detectboth maximum and minimum variance of the selected features 
(ZCR and FFT). Table 2 presents a status summary of sounds predicted. 

The result indicates that 123 audio files were correctly identified as emergency 
sound and 169 were correctly identified as normal sound. 27 emergency sounds 
were incorrectly identified as emergency sounds and 31 normal sounds were incor-
rectly identified as normal sounds. From the analysis, we compute the percent-
age of the error generated. The percentage error is calculated mathematically as: 

Number of wrong predictions%Error 100
Total number of sample size

×=              (6) 

27 31%Error 100
150 200
16.57%

+
×

+
=

=  

This indicates that an accuracy of 83.43% was achieved. 
The changes in errors show that the initial training error was zero (due to over-

fitting) and spiked to 0.13 after the third sample. But as the training process pro-
gresses, the error reduces steadily to about 0.06. Considering the simulation, it can 
be seen that all the features are plotted and clearly shows the distinctness of one 
from the other. Moreover, the simulation, it resulted that the system was able to: 

1) Detect automatically whether a particular sound is an emergency sound or not. 
2) Show the maximum variation and the minimum variance of the selected 

features (ZCR and FFT). 
3) Reached accuracy of 83% which shows that if more audio sounds were 

trained, an accuracy of about 100% will be achieved and this system will be very 
efficient. 

As dipicted in Figure 8, to test the sound level of the monitoring equipment at 
the underground the signal was sent at the same time to know the sound level 
when the alarm is running till the time the alarm will be aspected or stop. The 
volume of the sound as it is running goes up at every point in time till the alarm 
is aspected or stop before the the volume of the sound start to go down and stop.  

In Figure 9, a setpoint of 50 dB was used as the reference point so that any 
alarm that goes above the 50 dB the operator will see it as an emergency alarm 
and give information out for the workers and the authorities to respond to the 
kind of emergency and action that need to be taken. 
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Table 2. Results from training of audio data. 

Prediction Emergency Sound Normal Sound 

Predicted Correctly 123 169 

Predicted Wrongly 27 31 

 

 
Figure 8. Tested sound levels. 

 

 
Figure 9. Results of the sound against the setpoint. 

 
Figure 10 shows the functional block stages of the audio alarm system. The 

first stage talks about the fire level alarm, the second stage talks about the water 
level system. The third stage indicates the pump fault alarm systems, the fourth 
level depicts the pressure level, whiles the fifth level talks about the human emer-
gency and the sixth or the last level indicates the running of the motor.  

The human operators access the data through the computer which is a SCADA 
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system as illustrated in Figure 11. The software interprets and displays the data 
in an easy-to-understand form, so as to enable operators to quickly analyse and 
react to the alarm system. It also serves as records reference for future trouble-
shooting. 

With the location, it is displayed on the SCADA the location of the emergency 
and the condition of equipment at the emergency control room for action to be 
taken. The indication on the screen comes as red or green; when the system is in 
good condition, it shows green on the screen and when the system is not in good 
condition it shows red to alert the operator at the emergency control room to 
take necessary control measures. Again, when there is a fire at any level it will 
show on the screen. 

 

 
Figure 10. Function block diagram for audio alarm systems. 
 

 
Figure 11. Simulation of the design in unity pro XL. 
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As depicted in Figure 12, the circuit design of the two pumps is to start one 
pump at a time. Sensors monitoring the safety interlock to give commands to the 
pumps to start. When the running pump is faulty, the second pump automati-
cally takes over and runs after 10 seconds. Pressure and flow sensors are to mon-
itor the flow and pressure to give information to the control room. This image is 
the graphic Representation of the circuit diagram above which shows the two 
pumps When running in automatic operation. With the graphic representation 
of the equipment on SCADA, it helps the operator to monitor and control without 
necessary someone being on the equipment to start it manually. 

 

 
Figure 12. The circuit design of the system. 

 

 
Figure 13. Automation and simulation of the automatic pumps. 
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With the current situation, the operation of the pump and communication to 
the emergency response is done manually by the operator being at the pump 
chamber 2 hours per shift. This put the operator in a very high-risk working en-
vironment. With the automation of the pumps (Figure 13), the pumps can be 
controlled automatically in the emergency control room and monitor the equip-
ment by the sensor to automatically start and stop the motor in an emergency 
condition. A limitation to the application of the system emanates from the ab-
sence of a GSM module, with the sure implication that information cannot be 
directly channelled to the emergency response team upon the detection of an 
emergency. It is, therefore, recommended that future research in this direction 
should extend this paper by incorporating a GSM module so that the informa-
tion can be channelled directly to the emergency response team immediately as 
an emergency is detected. 

5. Conclusion 

Considering the main aim of this paper, an automatic audio signal alerting and 
automatic control system has been designed for underground mine to improve 
communication and safety. The proposed system can automatically interpret au-
dio signals, to classify them either as emergency or normal sounds. This in-
formation can be relayed to emergency authorities to facilitate fast emergency 
response. Sounds were detected with an error of approximately 17%, indicating 
the ability of the designed system to detect sounds with an accuracy of 83% ap-
proximately. Thus, with more data training, the system can detect sounds with 
an accuracy rate close to 100%. Conclusively, an automatic control system has 
been successfully designed and implemented to improve the safety of workers. 
The paper, therefore, has critical policy implications about communication, safety, 
and health for underground mine and other risky works. The emergency response 
team will know the type of incident and prepare for. The need for operator being 
on the equipment the whole of his shift to monitor and record every event will 
be done by the system itself at the control room which will reduce the labour 
cost for the company. 
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