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Abstract

This article examines the use of Artificial Intelligence (AI) in Brazil’s legal sys-
tem, focusing on its integration in legal practices and the challenges of regulat-
ing this technology. The purpose of this article is to critically analyse the appli-
cation of artificial intelligence in the Brazilian legal sector, exploring its bene-
fits, risks, and ethical implications, comparing other international regulations
(European Union, United States, and China) which are already in effect in
other countries, and assessing how existing and proposed regulatory frame-
works in Brazil may be enhanced to balance technological advancement with
the preservation of some fundamental rights. Through a systematic biblio-
graphic review, this article addresses the evolution of Al application in the legal
profession, in general, the current landscape of its usage in Brazil, and regula-
tory frameworks under discussion. The article also presents a comparative
analysis of regulatory approaches in the European Union, the United States,
and China, providing ethical and legal considerations related to AI deployment
in the Brazilian context.

Keywords

Artificial Intelligence, Brazilian Legal System, Al in Law, Legal Technology,
AT Regulation

1. Introduction

Technological evolution is driven by human needs. According to Basalla (1988: p.
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6), technologies tend to evolve in response to pressing and immediate human
needs, such as agriculture, water supply, and transportation, with the aim of facil-
itating the fulfilment of these basic needs. Artificial Intelligence (AI) is said to have
emerged in the 1940s as an exercise and attempt to replicate the human brain,
following the understanding that the brain is a neural network that emits pulses,
or functions without them, which led the scientific community to study the pos-
sibility of simulating the human brain through a combination of neural networks
and mathematical models (Shao, Zhao, Yuan, Ding, & Wang, 2022: p. 2).

The 1950s and 1960s were essential for the development of this technology, en-
compassing milestones from the Turing test to the famous meeting at Dartmouth
College, which aimed at fostering discussions on how to use machines to simulate
human intelligence (Georgiou, 2020: p. 138). Turing did not develop an Al pro-
gramme; rather, he fostered a philosophical discussion about the potential of ma-
chine usage and machine thinking, which was essential for the advancement of
technology (Terrones, 2018: p. 148). The development of Al progressed smoothly,
but slowly, mainly due to the time required to develop all necessary technologies
and algorithms. Most of these were achieved only in the 1990s, when Al also began
to gain broader popularity (Georgiou, 2020).

The evolution has been so significant that AI has been introduced into various
business models to enhance efficiency. The ability of Al to process and analyse
data on a scale and at a speed that exceeds human capabilities is praised in this
sense (Colther & Doussolin, 2024: p. 5). Al, however, lacks cognitive power. It
operates by gathering and classifying available data, and it has been significantly
boosted by machine-learning systems, which use patterns in data to produce in-
telligent results (Surden, 2019: p. 1312).

In this context, one useful application of Al in the legal field is the automation
of activities through the modelling of logical and knowledge-based rules (Surden,
2019: p. 1312). Thus, Al could be used as a legal tool, functioning by transforming
norms into rules that can be processed by computers, thereby employing legal
logic. According to a Bloomberg Law report (2024a), the use of Al by legal prac-
titioners is already a reality, with the technology being employed to automate rou-
tine tasks such as document review, research, or generative legal writing.

However, this technology is not free from bias, raising concerns related to dis-
crimination and privacy. Since Al lacks cognitive power and is an automatic sys-
tem for reading data and identifying patterns to generate intelligent results, the
algorithms used can perpetuate biases and discrimination present in the data an-
alysed (Saeidnia, 2023: p. 1). For instance, a study published in Science Direct ex-
amined the presence of gender bias in AI-generated results, concluding that Al
tends to reflect discriminatory patterns rooted in society. As a technology with
high market penetration (making it unlikely that AI usage will be reversed), there
is a need for education on Al use to teach consumers to approach its results with
caution and critical thinking (Newstead, Eager, & Wilson, 2023). There has been

an allegation of gender discrimination, for instance, in the case of Amazon’s HR
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department using AI (Valeri, 2023). The Al was trained on curriculum vitae (CVs)
received by the company over the past 10 years. Since these CVs were predomi-
nantly from men, the system began assigning lower scores to CV's that made any
reference to the candidate’s gender, resulting in the discrimination of women. The
discrimination has been alleged to have arisen from pattern recognition and the
failure to correct this error.

Al bias and discrimination are often alleged to occur in the results generated
through public surveillance. According to Heaven (2020), discrimination in such
systems would occur due to the data base used by the Al, with a person of “black”
skin being approximately five times more likely to be stopped by the police com-
pared to a person with “white” skin. In this sense, another example of Al-gener-
ated flaws in Brazil due to unsupervised use and inadequate databases occurred in
the state of Sergipe (DataPrivacy BR Research, 2023). That state employs facial
recognition technology in public security cameras. A young woman was identified
by the AT as a fugitive from the police, leading to an aggressive approach, includ-
ing the use of handcuffs and detention at a police station. After the woman was
released following clarification of the incident, it was revealed that the only char-
acteristic she shared with the wanted individual was her skin colour.

The lack of regulation and clear guidelines on ethics and the preservation of
rights in AI development has led to a series of open letters in the United States. In
2023, the Future of Life Institute (2023) called for a six-month moratorium on the
development of new Al systems to draw attention to the indiscriminate use of Al,
which, in their view, it does not necessarily benefit humanity, advocating for more
stringent protocols and the use of external auditors. In the same year, the U.S.
Chamber of Commerce (2023) urged the government to assess the American legal
framework rather than adopting regulations hastily, to ensure that excessive reg-
ulation would not hinder the development of new technologies that could poten-
tially benefit the country’s economy and the public’s well-being. Finally, the aca-
demic community has also expressed its concerns. The computer science profes-
sor Stuart Russell (2015) wrote a series of open letters calling on the global com-
munity of scientists, engineers, and technologists to develop guidelines for Al re-
search. Professor Russell’s main concern is the development of autonomous weap-
ons using AL

Several countries have begun discussing the importance of regulating AL The first
legislation was adopted in 2024 by the European Union (Regulation 2024/1689),
known as the EU AI Act. The EU AI Act was ambitious, aiming at regulating the
development and use of AI within the EU. It applies to various operators within
the supply chain and adopts a risk-based approach. Considering that the Act ap-
plies to all operators regardless of their location, provided that Al operates within
the European market, its effects extend beyond the EU.

Given that the United States is one of the primary countries for technological
development, hosting some of the world’s leading “tech companies” in Silicon

Valley, it is relevant to note that there is no comprehensive federal law in force
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there. This does not mean that the subject is entirely neglected. Al is addressed in
some sector-specific regulations, such as aviation, through the Federal Aviation
Administration Reauthorization Act (White & Case, 2024). The US has also suc-
ceeded in adopting certain guidelines aiming to steer Al regulation, such as 7he
White House Blueprint for an AI Bill of Rights.

Brazil is still in the process of developing its legal framework for Al. Discussions
are taking place within the Federal Senate, following the introduction of Bill No.
2338/2023. These discussions began in 2020 in the Chamber of Deputies with Bill
No. 21/2020. After its approval, the bill was sent to the Senate, where, in 2022, a
commission of legal experts was formed to draft a substitute bill to consolidate the
various proposals under consideration, including the one received from the House
of Representatives of Brazil. The final report from this commission resulted in a
draft bill that was converted into Bill No. 2338/2023, presented by Senator Rodrigo
Pacheco, then President of the Brazilian Senate.

Through a systematic, but non-exhaustive, bibliographic review, this article
aims at addressing the evolution of AI usage in legal practice both locally and in-
ternationally, exploring, in particular, how this technology has been implemented
in the Brazilian context and analysing potential challenges in regulating the sub-
ject in the country. The main purpose of the article is to critically analyse the ap-
plication of artificial intelligence in the Brazilian legal sector, exploring its bene-
fits, risks, and ethical implications, comparing international regulatory approaches
(European Union, United States, and China), and assessing how existing and pro-
posed regulatory frameworks in Brazil can be enhanced to balance technological
advancement with the protection of fundamental rights. The article is divided into
three parts: the first, addresses the evolution of technology use in the legal sector;
the second, focuses on understanding the use of these technologies within the na-
tional framework; and, the third, seeks to identify and analyse the challenges of

regulating the subject through a comparative analysis.

2. The Evolution of Al and Its Impacts on Law

Al was first mentioned in science fiction books, such as those written by Isaac
Asimov, and entered the scientific field from the 1950s onwards. The scientific
milestone was Turing’s paper, Computing Machinery and Intelligence, in which
he analysed how to build intelligent machines and how to test their intelligence.
According to Turing (1950: p. 451), technological advancements would, in the fu-
ture, enable the development of machine learning with the possibility of storing
information, allowing machines to be programmed to mimic the human brain.
Turing (1950) believed that the key lay in adopting a developmental and educa-
tional approach is similar to that of a child, feeding the machine with data and
programming it to classify this information.

Six years after Turing’s publication, the Dartmouth Summer Research Project
on Artificial Intelligence was held. The idea proposed by professors McCarthy,
Minsky, Rochester, and Shannon (1955: p. 2) was to gather 10 scientists specialising

DOI: 10.4236/blr.2025.161016

334 Beijing Law Review


https://doi.org/10.4236/blr.2025.161016

J. L. Moretti, M. M. Zuffo

0.000250%

0.000200%

0.000150%

0.000100%

0.000050%

0.000000%

in artificial intelligence with the aim of significantly advancing the field, based on
the assumption that every aspect of learning or any other feature of intelligence
could be precisely described enough for a machine to simulate. The event is cele-
brated as a landmark for AT as a scientific discipline.

According to Moor (2006: p. 87), the event did not unfold exactly as planned.
The scientists reportedly did not achieve the level of interaction initially envi-
sioned for the summer school project. Nevertheless, it was significant for the de-
velopment of the Logic Theory Machine project. The Logic Theory Machine was
also presented by scientists Newell and Simon (1956) in a publication which pur-
pose was to describe an information-processing system capable of discovering
proofs for theorems in symbolic logic. According to Gugerty (2006: p. 881), the
Logic Theory Machine was developed based on studies of people’s heuristics,
working from the theorem to be proved and using heuristics to perform valid in-
ferences and reach the axiom. The relevance of the Dartmouth event and the stud-
ies of Newell and Simon for technological development is clearer in Figure 1 be-

low:

ARTIFICIAL INTELLIGENCE TIMELINE

1980: Edward Feigenbaum
introduces expert systems

1956: Dartmouth
Summer Research
Project on Artificial
Intelligence

1938-1946: 1950: Can
GoldenAge of  Machines Think?
Science Fiction - Alan Turing

1997: Dgep Blue.

ry
Kasparov g chess

\ T T T~ ~ sl mtigencs

1986: Naviab, the 1997 First publicly available
first autonomous speech recogniton software
car, is built by developed by Dragon Systems
Carnegie Melon

1963: DARPA
funds Al at MIT

1930 1940 1950 1958 1960 1970 1980 1988 1990 2000 2001

Figure 1. Artificial Intelligence Timeline (Adapted from The History of Artificial Intelligence, 2017).

The graph shows a clear exponential leap in Al development during the 1980s.
According to Giancaglia (2021), there was an Al boom during this period due to
the increase in expert systems and available funding. Expert systems are knowledge-
based systems designed to separate factual statements from abductions, imitating
decision-making processes (Szolovits, 1987: p. 48). At the same time, the commer-
cialisation of these AI systems became increasingly common. According to Szolovits
(1987: p. 43), the scale of commercialisation was impressive, despite being concen-
trated in a small number of projects that managed to cross the line from science

to routine commercial application.
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Despite significant investments, Al development projects did not achieve all
their desired outcomes, leading to a reduction in funding (Anyoha, 2017). How-
ever, the 1990s and 2000s marked the realisation of key objectives. The 1990s saw
advancements in machine learning and the popularisation of Internet use. Ma-
chine learning technology, initially developed in the 1950s, was particularly influ-
enced by the work of psychologist Frank Rosenblatt (Fradkov, 2020: p. 1385).

According to Fradkov (2020: p. 1387), innovations in machine learning during
the 1990s and 2000s can be attributed to three key developments: Big Data, which
made technological advancement a practical necessity; the reduction in the costs
of parallel computing and memory; and the development of new deep machine
learning algorithms. As machine learning advanced, the term AI came to be
popularly used as a synonym for machine learning technology by the general
public (Dimiduk, Holm, & Niezgoda, 2018: p. 159). Dimiduk, Holm, and Niezgoda
(2018: p. 159) explain that the original idea of developing machines that could
behave like humans would be better represented by the term artificial general in-
telligence.

Figure 2 below shows the evolution of various Al systems in relation to human
capabilities, highlighting the rapid development of image and voice recognition

technologies:

Test scores of Al systems on various capabilities relative to human
performance

Within each domain, the initial performance of the Al is set to -100. Human performance is used as a baseline, set to
zero. When the Al's performance crosses the zero line, it scored more points than humans.

25 == Reading Comprehension

o ‘770 == |mage Recognition

Language Understanding

25 == Handwriting Recognition
== Speech Recognition
-50 Predictive Reasoning

Human performance

-100
2000 2005 2010 2015 2020

Human performance is set to zero

Figure 2. Test scores of Al systems on various capabilities relative to human performance
(Adapted from Dynabench: Rethinking Benchmarking in NLP, 2021).

With the rapid development of these technologies, AI has become integral to
various business models. According to Vazques and Goodwin (2024), the imple-
mentation of Al solutions in businesses aims at optimising business functions,
boost employee productivity, and drive business value. The goal is to promote

greater efficiency in business operations. Mongan and Taylor (2023) highlight that
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AT amplifies human capabilities, particularly in designing corporate strategies.

In the legal field, Al is publicised as a powerful tool for automating manual
processes and promoting efficient work (Bloomberg Law, 2024b). According to
Bloomberg Law (2024b), the AI technology implemented in the legal market pri-
marily consists of supervised machine learning tools. A report by the British In-
stitute of International and Comparative Law indicates that lawyers are imple-
menting Al in at least the following capacities: as a search and discovery tool, doc-
ument automation, predictive legal analysis, legal review, case management, legal
advice and expertise automation, and information and marketing tools (Pietro-
paoli, 2023, p. 5-11).

Al is also being used in courts. According to Reiling (2020: p. 2), judges’ work
can be summarised as processing information from various sources to draft deci-
sions. Given the complexity of cases, it can be argued that a significant portion of
routine cases has a predictable outcome, making Al a powerful tool for improving
access to Justice. In this context, Reiling (2020: p. 4) points to a project by Tilburg
University, Eindhoven University of Technology, and the Jheronimus Academy
of Data Science to implement Al in traffic violation cases.

Finally, it is worth noting that the implementation of Al in the legal market is
not without criticism. A common concern is the ethical implications of the algo-
rithms used. This criticism arises from the way the technology functions, identi-
fying patterns in the data it analyses. There is a general concern that Al could
replicate existing societal prejudices, producing decisions that increase the vul-
nerability of certain social groups (Surden, 2020: p. 727). Also, there is a legitimate
concern regarding the need to incorporate ethical responsibility into AI develop-
ment, balancing economic commitments that prioritise the profit of certain sec-
tors with the imperative to ensure that Al is developed for the common good of
humanity (Terrones, 2018: p. 154). This raises valid concerns about whether the
technology is ready to be applied in a way that respects fundamental rights, en-

suring equal treatment and data security.

3. The Use of Al by Brazilian Law Practitioners

Brazil is not isolated and follows the global trend of using technologies to increase
work efficiency. In this context, Juliano Maranhdo (2024) explained that research
on Law and Al is concentrated on large language models and machine learning
methods. These solutions do not include legal reasoning, meaning that the tech-
nology lacks the capacity to replace human interpretation, the construction of le-
gal concepts, and the proposal of new solutions for complex cases.

Another relevant point in analysing the use of Al in activities requiring tech-
nical expertise is the fact that large language models are being studied cautiously
due to the phenomenon known as “hallucination”. As explained by Maleki, Pad-
manabhan, and Dutta (2024: p. 135), there is no standard definition for the term,
which generally conveys the idea of inconsistent results. These inconsistencies can

take various forms, from references to non-existent facts (such as creating
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precedents or bibliographies) to conceptual inaccuracies and errors.

For example, in 2023, a Brazilian lawyer used ChatGPT to draft a petition re-
questing participation in an electoral case as amicus curiae. This action, not per-
mitted under national law, resulted in the lawyer being fined for acting in bad
faith. Thus, understanding how Al is being utilised within the Brazilian context is
crucial. In another case, a federal judge used the same technology program to issue
a ruling. However, the ChatGPT-based decision was grounded in non-existent
precedents from the Brazilian Supreme Court. The defeated lawyer noticed the
fraud and reported it to the Internal Affairs Division of the Brazilian Federal Jus-
tice of the 1st Region and the case will also be reviewed by the National Justice
Council.

Unfortunately, the incident that occurred in Brazil cannot be considered an iso-
lated case. The inability to analyse and identify false information provided by tech-
nology is a global trend. In 2024, the OECD (2024) published the results of the
Truth Quest Survey, which aimed at assessing people’s ability to identify false or
misleading online content. The study was conducted across 21 countries (includ-
ing Brazil), with Finland being the only nation to surpass 80% accuracy in identi-
fying false or misleading information generated by artificial intelligence, as shown
in Figure 3 below:

2024

Content generated by: [l Al <> Human

Score (100 = best performance)

90
80
o ha WA . RAR R H ’
0 NRANRRARCERARR
50
40
30
20
10
0
& S D Q. O & N @ A @D DD D
« @i@&f}"s %Q'ioﬁf::&&@;ﬁ O o@q’@"’z@@&*’c\@\i@q’;&i@« © @‘:Zoibf
\/\3 S e@ 0,\\\

Note: The score is calculated as the total number of correct responses divided by the total number of claims seen. A country score is thus an
average of all respondents’ results and expressed in percentages. The average is calculated as a simple unweighted average across the 21
country scores covered by Truth Quest.

Source: OECD (2024), “Ability of adults to identify online disinformation created by generative Al”, OECD Going Digitial Toolkit, based on the
OECD Truth Quest Survey, 2024, https://goingdigital.oecd.org/indicator/81

Figure 3. Truth Quest scores for AI- and human-generated disinformation (Adapted from
The OECD Truth Quest Survey, 2024).

In 2024, Brazil’s National Council of Justice (CNJ) issued a report on the use of
generative artificial intelligence by the Brazilian judiciary. Although the study fo-
cused on judges and civil servants in Brazilian courts, the research was not re-
stricted to their professional activities (CNJ, 2024a: pp. 48-52). Among the partic-
ipants, at least half reported having used Al in their lives, with approximately 30%
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utilising it professionally (CNJ, 2024a: pp. 52-58).

One striking finding in the research is the heavy reliance on free or open ver-
sions of Al technologies (61%). These tools have been employed for text refine-
ment in legal documents, drafting suggestions for legal pleadings, and summaris-
ing videos (CNJ, 2024a: pp. 57-59). This raises potential concerns about infor-
mation security, particularly in cases involving confidentiality or judicial secrecy.
However, no conclusive findings can be made on this point at this time due to a
lack of available data.

In another study, the CNJ (2024b) identified 140 AI projects developed or un-
der development in Brazilian courts and justice councils. Not all of these projects
have been implemented so far. At least eleven projects have been completed but
not implemented, while sixty three are ready for use by the Brazilian judiciary.
The main reasons for launching these projects were to promote efficiency and
agility, enhance precision and consistency in repetitive tasks, and foster innova-
tion in internal processes (CNJ, 2024c). However, the CNJ does not provide data
on the efficiency of these projects. There is not even a requirement for transpar-
ency in their disclosure.

The dissemination of news regarding the efficiency of programs is often done
by the courts themselves. In this regard, the Appellate Court of the State of Parana
recently announced that the program developed by that Court, Jurisprudén-
ciaGPT, has recognized in an international competition: it won second place at
the 2024 Gartner Eye on Innovation Awards for Government in Americas. Ac-
cording to the CNJ (2024d), this generative Al tool significantly optimises legal
research by enabling judges and court’s staff to query a vast database of over 4.9
million court rulings. The tool provides precise responses supported by refer-
ences, facilitating decision-making and enhancing judicial efficiency.

The adoption of new technologies, such as Al programs, by the Brazilian judi-
ciary is not inherently negative. According to Almgren (2023: pp. 23-25) the im-
plementation of such technologies assists the judiciary in fulfilling the constitu-
tional right to a reasonable duration of legal proceedings. Brazil faces an excessive
volume of litigation, and the judiciary has a longstanding issue with ensuring pro-
cedural efficiency. In this context, the development of Project Victor by the Bra-
zilian Supreme Court and the University of Brasilia stands out. Launched in 2018,
the project addresses critical challenges such as the excessive volume of litigation
and the need for faster document processing. Among its key features, the Al sys-
tem was designed to convert images into text, classify and separate documents,
and identify recurrent legal themes for faster resolution.

Project Victor is reported to have reduced task analysis time from forty-four
minutes to just five seconds, contributing to the decrease in pending cases, as evi-
denced by the reduction from 7409 Extraordinary Appeals in 2018, to 5219 in 2019
(Prado & Andrade, 2022: pp. 72-73). Furthermore, the automated screening ini-
tially achieved an accuracy rate of 84%, with expectations of continuous improve-

ment (Prado & Andrade, 2022: p. 68). However, the system still faces limitations
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due to its developmental and calibration stage, which prevents conclusive analyses
of its full impact. Prospects include expanding Victor’s application to other courts
and investing in technical training, crucial elements for consolidating digital trans-
formation in the Brazilian Judiciary (Prado & Andrade, 2022: pp. 71-74).

According to Maranhdo, Junquilho and Tasso (2023: p. 151), the main current
issue with how Al is used in the judiciary relates to governance. The author high-
lights transparency as a key factor in deploying this technology in a public service
with high social impact. Despite a CNJ resolution on the topic, it is neither clear
nor transparent how the Brazilian judiciary interacts with Al systems. The re-
search’s purpose was to propose a governance solution based on transparency,
analysing transparency in use, operation, and data management (Maranhao, Jun-
quilho, & Tasso, 2023: pp. 156-157).

The use of Al in Brazil is not restricted to the judiciary. Within public advocacy,
the Office of the Attorney General of Brazil announced plans to implement Al in
the management and production of legal and administrative documents as of
2024. Notably, the suggested petition models would be based on the institution’s
own database. Another example comes from Jodo Pessoa, Paraiba, a city in Brazil
where municipal attorney offices have invested in automated systems for manag-
ing judicial and administrative cases (including municipal debt recovery) to im-
prove revenue collection efficiency (Oliveira, 2024: p. 8). However, there is no in-
formation on transparency in these cases.

Al practices are also widespread among Brazilian lawyers. According to the Sdo
Paulo Bar Association (OABSP, 2024), there are at least 32,000 Al tools available
to address lawyers’ demands. In this context, the Brazilian Bar Association
adopted guidelines in 2024 to regulate the use of generative Al in legal practice.

These guidelines emphasise information security, adherence to Brazil’s General
Data Protection Law, and the need to handle client data with confidentiality and
privacy. Additionally, the document reinforces that Al should not replace lawyers.
Its use must align with ethical standards, requiring human judgement for data
evaluation, as mandated by law, and AI cannot perform tasks exclusively reserved
for lawyers.

The concerns addressed in the document are justified in Brazil’s national con-
text. According to Junquilho (2023: p. 18), the technology has been implemented
in Brazil without fully understanding its potential effects or ethical regulation. The
ethical application of Al arises from the need to use it to benefit society and miti-
gate potential negative impacts, such as discriminatory outcomes (Junquilho,
2023: p. 35). Thus, understanding how AI is regulated and Brazil’s goals on this

topic is essential.

4. Regulation of Al Usage in Law

It is evident from the preceding topics that AI employed in Brazil primarily fo-
cuses on data analysis and pattern identification to suggest outcomes. In addition

to being used in various business models, Al is widely disseminated within the
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national legal market. Studies even point to AI being used to draft judicial deci-
sions. In this context, regulating AT usage is essential to ensure computer models
treat individuals fairly and legally, avoiding violations of fundamental rights and
freedoms due to potential biases in the employed algorithms.

It is important to note that the issue lies not in the use of technology but in the
lack of transparency and training of databases. For example, the introduction of
“Race Blind Charging” guidelines in California in 2025 illustrates how technical
adjustments can address biases (Weivoda, 2024). Under California Penal Code
Section 741, prosecution agencies must use redacted reports and criminal histo-
ries to remove demographic information from charging decisions. However, dis-
cretion still allows limited application of these measures to specific cases. Another
example is the use of Al systems to present judicial information without revealing
the defendant’s physical characteristics, inspired by the format of “The Voice”,
where decisions are based only on merit. Additionally, as noted by Ho er a/ (2023:
pp- 4-5), the adoption of Al in sentencing decisions in states like Virginia has
helped reduce gender differences in sentencing. These examples show that struc-
tural adjustments and ongoing training are necessary steps to address the ethical
challenges of discrimination and promote decisions based on merit.

It is also advocated that the regulation of AI used in the Judiciary needs to guar-
antee the right to due process. Pasquale (2021: p. 42) highlighted several errors
made by autonomous systems in the judiciary of Australia and Michigan, which
caused harm to the population by denying benefits to which individuals were en-
titled or by charging non-existent debts. According to Pasquale (2021: p. 50), the
processes are complex, and the simplification needed to allow Al to read and op-
erate on them can lead to harm for the parties involved.

According to Maranhao, Floréncio and Almada (2021: pp. 161-162), regulating
artificial intelligence is a challenging matter, as it may lead to over- or under-uti-
lisation of the technology. Moreover, it is difficult to determine the level of gener-
ality required to balance the specificity needed for effective application with the
abstraction necessary to support continuous technological development. Despite
being a novel topic, there are existing regulations and initiatives from other coun-
tries that can serve as case studies for Brazil.

In this context, this part of the article will examine some of the regulations
adopted or discussed in the European Union, the United States, and China. This
geographical selection is based on legislative pioneering (European Union) and
the role of major technology-exporting countries (United States and China).
Equally important, these regions are classified as current digital empires (Brad-
ford, 2023: p. 6).

According to Bradford (2023: p. 7), there is a marked difference among the
three: the United States has a market-driven regulatory approach, China employs
a state-driven approach, and the European Union is rights-driven approach. The
purpose of this analysis is to understand how these regions balance the protection

of fundamental rights with entrepreneurial freedom, seeking to avoid relegating
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Brazil to the role of a mere technology importer due to its chosen legislative
model. The Governor of the State of Sao Paulo, Tarcisio de Freitas, advocates for
the adoption of a regulation that attracts investments and creates jobs (Sdo Paulo
State, 2024).

The EU

The European Union has positioned itself as a pioneer in the discussion and
defence of Al regulation. Unsurprisingly, it adopted the first regulation on the
subject: the EU AI Act. The regulation aims at establishing standards for the de-
velopment, marketing, and use of AI within the European Union. This discussion
is not new in the European context, as the EU AI Act is part of the broader pack-
ages announced by the EU regarding technology, including the Digital Services
Act and the Digital Governance Act (European Parliament, 2023).

The EU AI Act introduces a risk-based framework for Al regulation, categoris-
ing Al systems by their risk levels and assigning corresponding regulatory require-
ments. Such Act addresses key ethical and legal concerns surrounding Al through
several prohibitions (Ren & Du, 2024). It bans Al systems that covertly manipulate
behaviour, exploit vulnerable groups, or enable social scoring based on behaviour
or personal characteristics. It also imposes strict regulations on the use of real-
time biometric identification by law enforcement in public spaces to safeguard
privacy and civil liberties. These prohibitions stem from risks classified as unac-
ceptable.

Al systems used in the administration of justice and democratic processes are
classified as high-risk under Point 8 of Annex III, necessitating compliance with
the Act’s provisions. However, this classification is insufficient due to Article 6(3)
of the EU AI Act, which states that any Al capable of materially influencing deci-
sion-making outcomes should also be considered high-risk. This requirement
means that not all legal field Al solutions are automatically classified as high-risk,
potentially imposing a greater financial burden to meet compliance obligations.

The U.S.

In contrast, the regulatory agenda of the United States differs clearly in its lack
of prohibitions or obligations for Al developers. The United States does not have
federal legislation on Al ethics up to now. However, it adopted the non-binding
Blueprint for an Al Bill of Rights in 2022 and the Executive Order on the Safe,
Secure, and Trustworthy Development and Use of Artificial Intelligence in 2023
(White House, 2023).

This US stance does not imply the absence of national efforts to establish legis-
lation. Since 2022, the Algorithmic Accountability Acthas been under considera-
tion in Congress. While not as stringent as European rules, it aims to establishing
minimum requirements and accountability through reporting and impact assess-
ments.

In this context, US regulations remain general and do not specifically address
technologies applicable to the legal market. Instead, they promote equity and civil

rights by mandating clear AI guidance for landlords, federal programmes, and
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contractors while addressing algorithmic discrimination and enhancing fairness
in criminal justice (European Parliament, 2024: p. 2). Thus, the US government
adopts a monitoring and research-based approach to AI development, without
proactively imposing prohibitions or sanctions to mitigate known risks.

China

In China, the country has regulated the use of algorithms by companies in
online recommendation systems, which must ensure they operate in a moral, eth-
ical, and accountable manner, with transparency and a commitment to promoting
positive values and disseminating “positive energy”. A translated version of this
regulation was made available by Stanford University. Similar to the European
stance, China has also opted to impose sanctions on companies that violate the
legislation (Creemers, Webster, & Toner, 2022). China adopts a mixed approach
that combines European-style regulation for social harmony with competitive lo-
cal markets to foster innovation (Chun, Wittm, & Elkins, 2024: p. 9). However, a
comprehensive national AI law is not yet in force.

Brazil

Brazil has been moving towards a similar alternative, seeking to blend legisla-
tive experiences from Europe and the United States (Castro, 2024). Brazil does not
yet have a general Al regulation, although discussions about a bill are underway.
The Federal Senate recently approved the bill, and discussions are expected to
continue in the House of Representatives of Brazil. According to the Senate’s news
portal (2024), these discussions aim at balancing the guarantee of fundamental
rights with the freedom to research and innovate, promoting Brazil’s economic
development. Balancing these two national concepts is not simple.

According to Kubota and Rosa (2024: p. 20), there is a need to study AI’s impact
across various sectors to avoid unnecessary and excessive restrictions on entre-
preneurial freedom. In a study conducted by Fundagdo Getulio Vargas (FGV) to
analyse the use of technology by law firms in Brazil, it was revealed that, while
seventy-seven per cent of firms used basic tools for organisation and information
management, only twenty-six per cent reported using software for automated
document generation (FGV, 2018: pp. 18-27). These figures are significant as they
indicate that the Brazilian legal market has not yet adopted AI technologies to the
same extent as the other countries studied.

According to Shi et al. (2021: pp. 2-3), there is a national policy in China aimed
at modernising the legal sector through the implementation of smart courts. The
digitalisation and use of technology in the judicial system was incorporated into
the China’s National Strategy for Informatization Development in 2016. Further-
more, the authors noted surprising results, with routine activities being performed
using Al reducing the time needed to complete proceedings by up to half (Shi et
al., 2021: p. 11).

According to Laptev and Feyzrakhmanova (2024: pp. 396-397), the United
States demonstrates a high level of adoption and development of Al technologies

in the legal sector compared to other countries. In this context, the authors
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explained that the National Artificial Intelligence Initiative Act of 2020 highlights
the importance of maintaining the country’s leadership in Al research and devel-
opment, as well as preparing the workforce to integrate these systems across var-
ious sectors. In the judicial sphere, several initiatives have been implemented, such
as the use of the Public Safety Assessment (PSA), which assists judges in making
decisions on preventive measures, and COMPAS, which assesses the risk of
reoffending based on personal and social factors.

Regarding the European Union, Laptev and Feyzrakhmanova (2024: pp. 398-
399) argued that the use of artificial intelligence in the judicial sector follows a
more cautious approach compared to countries like the United States and China.
The focus has been on creating a robust ethical and regulatory framework, such
as the Ethical Charter on the Use of Artificial Intelligence in Judicial Systems
(2018) and the Ethics Guidelines for Trustworthy AI (2019). Examples of imple-
mentation include France, which uses systems such as Case Law Analytics and
Predictive to analyse precedents and legal risks, but prohibits fully automated de-
cisions, ensuring that a human judge is ultimately responsible for the decisions.
In the United Kingdom, technologies such as HART and PredPol are used to as-
sess risks of reoffending and predict crime locations. However, there is scepticism
regarding full automation, and final decisions are made by humans. Thus, while
there are ongoing projects, the European Union prioritises adopting guidelines
and principles to ensure that the use of Al is ethical, safe, and controlled.

Therefore, the research indicated that the degree of Al technology use differs
across the countries analysed. While China and the United States have a wide ap-
plication of Al in their judicial systems, actively promoted through national pol-
icy, the European Union has adopted a more cautious approach, with projects in
early stages and no systems deeply integrated into the core of judicial processes.
In this context, Brazil appears to be at an initial stage, where discussions are more
theoretical so far than based on practical experiences. The Brazilian AI Draft Bill
currently under discussion in the House of Representatives main purpose seems
to establish so far a risk-based framework, similar to the EU model. The proposal
includes the introduction of criteria to define excessive and unacceptable risks,
and prohibiting the use of technologies classified in this way. As with the EU Al
Act, technologies used in the judiciary would be classified as high-risk. However,
the Brazilian proposal has yet to discuss the adoption of additional and more spe-
cific criteria to distinguish technologies that could be classified as supplementary
or uncapable of materially influencing decision-making outcomes (Almgren,
2023: p. 36).

According to Almgren (2023: p. 33), there is an ongoing tension between two
main schools of thought. On one side, some argue that Al could be used in Brazil
for unsupervised decision-making. On the other, there is a push to prohibit the
use of algorithmic decision-making processes without human intervention, with
the primary argument centred on the risk of discriminatory bias. It is important

to highlight that this matter is not entirely overlooked by Brazilian law. The
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Brazilian General Data Protection Law (LGPD) establishes the right of data sub-
jects to request a review of decisions made exclusively through automated pro-
cessing (Article 20). This includes the right to an explanation of the criteria used
in the decision-making process, aiming at mitigating potential discrimination.
However, this provision is still subject to specific regulation by the National Data
Protection Authority (ANPD), as required under its legal mandate.

For instance, a classic case of discrimination resulting from automated decision-
making occurred in 2015, when a person uploaded photos to Google Photos, which
automatically categorized them into a folder named “gorillas”. National Courts
have, thus, been issuing decisions to impose the duty of information about the
algorithms used by companies in order to mitigate the possibility of AI being used
to violate constitutional principles and national law, including the Civil Rights
Framework for the Internet.

In this context, Maranhdo, Vainzof, and Fico (2024) argue that the national
market would benefit from the regulation of the article by the ANPD. According
to the authors, the lack of criteria and regulatory requirements in Article 20 has
resulted in a proliferation of judicial decisions discussing source code disclosure,
algorithmic subordination, and decisions to remove individuals from registries,
which could lead to legal uncertainty regarding the development and application
of automated systems and Al in Brazil, primarily due to uncertainties concerning
the protection of intellectual property rights.

The discussions on Al regulation in Brazil have some peculiarities, such as the
fact that the Brazilian experience is closer to issues related to personal data pro-
tection, which is still in consolidation process in Brazil. In this context, there is a
discussion about the possibility of the ANPD also having jurisdiction to oversee
the implementation of Al regulations (Schmidt, 2023). Another national challenge
is the concern with adopting a regulation that protects fundamental rights and
promotes technological development, with a national demand for the inclusion of
rules on the promotion and development of research (Schmidt, 2023). Finally, na-
tional legislation is also under pressure from the artistic community to include
rules on copyright, in order to prevent content protected by copyright from being
used in the development of Al systems without proper permission (Brazil, 2024).
The lack of legislation does not imply an absence of guidance from the Brazilian
government. In 2021, the Ministry of Science, Technology, and Innovation
adopted Ordinances 4617 and 4979, establishing the Brazilian Artificial Intelli-
gence Strategy. While the policy aimed at guiding the Brazilian State’s actions in
promoting Al-related research and innovation, it also sought to establish guide-
lines for ethical and conscious use.

Regarding Al use in the legal market, there are two regulatory efforts to fill the
legal gap. Concerning lawyers’ activities, the Brazilian Bar Association recently
issued federal recommendations with guidelines for using AI in the legal practice.
This document is significant as it ties AI use to the Brazilian Bar Association’s

Code of Ethics, emphasising the need for ethical, confidential, honest, and good-
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faith actions.

Lawyers must not use Al without human supervision, adhering to the Civil Pro-
cedure Code’s requirement to respect the truthfulness of information (especially
when using Al for precedent identification). Additionally, lawyers must act trans-
parently with clients, informing them about AI use in their work. In theory, law-
yers are now subject to the sanctions of the Brazilian Bar Association’s Code of
Ethics for misuse of Al linking ethical technology use to professional conduct.

AJ use by the judiciary has also been regulated by the CNJ. Since 2020, the CNJ
has issued resolutions on the topic, creating research and data collection commit-
tees and establishing a national Al strategy for the judiciary. Resolution 363/2021
mandates that systems used must be transparent and justifiable, with periodic
evaluations. However, there is no clear indication of what constitutes transpar-

ency or justification.

5. Conclusion

The article demonstrated the rapid pace at which Al technology has been devel-
oping globally in the most recent years. Big Data, combined with the need to make
businesses more efficient, has been a significant driver of technological advance-
ment. Among the various types of AL, machine learning has gained prominence
in commercial use. The technology has recently progressed in mimicking human
features far more quickly than in the past. In this context, many members of civil
society have raised concerns about the dangers of unregulated Al

AJ does not function in an exclusively positive or beneficial way. Operating
through data storage for pattern classification, Unregulated Al and/or the misuse
of Al has the potential to exacerbate inequalities and promote discriminatory
practices. The most extreme and noticeable cases so far involve gender bias or
racial discrimination, with already relevant examples in this regard. The research
also revealed that many people lack adequate digital or technological education,
struggling to identify false or misleading information created by Al

Nonetheless, Al is being implemented across a wide range of sectors. In Brazil,
Al is heavily used in the legal market, with machine learning and large language
models being the primary technologies employed in this field. The research also
showed that the indiscriminate use of AI without proper human supervision has
already caused “hallucination” cases within the national Judiciary. These include
lawyers submitting petitions based on non-existent precedents and judges issuing
erroneous decisions due to false information generated by Al These examples
confirm the potential for violations of due process. Consequently, some Brazilian
scholars have advocated for regulating AI use in the judiciary to fulfil the duty of
transparency.

In examining regulatory models adopted or under discussion worldwide, this
study focused on the major digital empires that could serve as examples for Brazil.
Brazil’s ambition to adopt legislation that guarantees fundamental rights should

be aligned with promoting national technological development, attracting
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investments, and creating jobs, not only in this sector, but in general by cre-
ating more efficiency and competitiveness to Brazilian industries, their respective
companies and the public administration as a whole.

In this context, the research highlighted three distinct legislative models. The
EU has adopted a rights-based approach, implementing a risk matrix that includes
the possibility of technology bans and the potential for fines against developers.
The US has taken a more cautious stance, aiming at incorporating ethical principles
into AI development while maintaining entrepreneurial freedom. As such, there
is no binding general regulation in effect, but the government issued non-binding
guidelines on AI and ethics. The US also does not have prohibitions or provisions
for fines and sanctions. Finally, China does not have a general Al law in force but
has introduced regulation on the use of algorithms by companies in online rec-
ommendation systems. Analysis of this regulation suggests that China aims at
combining European and US-style approaches by adopting a state-driven model.
While the country seeks to protect rights, it does not intend to overly restrict its
domestic industry.

From the analysis of these regulations, the study concluded that Brazil: (i) ap-
pears to favor an approach similar to China’s, blending elements of European and
American-style regulations; (ii) is conducting discussions on its proposed legisla-
tion based on the EU’s risk-based model; (iii) so far, lacks clarity on the risk levels
applied to Al technologies in the Judiciary, as there is no distinction between Al
assisting decision-making and AI used for routine tasks; and (iv) faces debate over
whether to allow the use of algorithmic decision-making processes without hu-
man intervention.

Lastly, the research also showed that the Brazilian judiciary has been motivated
to adopt and develop AI technologies institutionally. This process of AI develop-
ment and implementation has been monitored by the CNJ. Many projects were
developed in partnership with national universities. In the legal field, both the CNJ
and the Brazilian Bar Association have sought to mitigate the risks posed by the
legal gap by issuing regulations with limited application to the Judiciary and the
general legal profession.

Opverall, the article demonstrated that Brazil could benefit from regulating the
use, marketing and development of Al, particularly due to the experience gained
through the interpretation of data protection laws by national Courts. Regulation
should promote legal certainty and clarify issues related to intellectual property
rights, for instance, which, with the due care and attention for not over-regulating
this new technology, could create a much better environment for attracting tech-
nology investments to the country, and put the country in a more competitive
advantage for its efficiency both in the business sector as well as in the public ad-

ministration.
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