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Abstract 
The aim of this article is to assist farmers in making better crop selection de-
cisions based on soil fertility and weather forecast through the use of IoT and 
AI (smart farming). To accomplish this, a prototype was developed capable of 
predicting the best suitable crop for a specific plot of land based on soil fertil-
ity and making recommendations based on weather forecast. Random Forest 
machine learning algorithm was used and trained with Jupyter in the Ana-
conda framework to achieve an accuracy of about 99%. Based on this process, 
IoT with the Message Queuing Telemetry Transport (MQTT) protocol, a ma-
chine learning algorithm, based on Random Forest, and weather forecast API 
for crop prediction and recommendations were used. The prototype accepts 
nitrogen, phosphorus, potassium, humidity, temperature and pH as input 
parameters from the IoT sensors, as well as the weather API for data fore-
casting. The approach was tested in a suburban area of Yaounde (Cameroon). 
Taking into account future meteorological parameters (rainfall, wind and 
temperature) in this project produced better recommendations and therefore 
better crop selection. All necessary results can be accessed from anywhere and 
at any time using the IoT system via a web browser. 
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1. Introduction 

Agriculture, the backbone of the economy to most developing countries, should 
normally contribute to its economic growth. But ignorantly, farmers grow crops 
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by simply taking a piece of land, clearing it, plowing it and planting crops with-
out formal knowledge of the nutrient content of the soil. Some even move fur-
ther to apply fertilizer with the hope of maximizing their yields. As a result, 
some farmers may end up in excessive fertilizer use, leading to lower yields than 
expected.  

Some common problems that prevent the development of the economy of 
agriculture include but are not limited to: lack of adequate storage facilities, li-
mited market for marketing of agricultural products, climatic conditions, lack of 
basic infrastructure, pest and diseases, lack of adequate research, shortage of 
capital, etc. [1]. 

As a general rule, the soil must have the right ratio of soil nutrients, and 
weather conditions must be favorable for crops to grow well and produce good 
yields [2]. Some of these parameters may vary depending on the type of soil and 
crop under consideration. Most of the time, fertilizers are used because the soil 
does not contain enough nutrients to grow the desired crops. This occurs in part 
because farmers are unable to identify the best crops that can naturally grow on 
a particular soil, hence the use of fertilizer to promote growth. Poor crop selec-
tion without consideration of the soil leads to low yields, resulting in excessive 
fertilizer use that degrades the environment. Based on soil nutrients and weather 
conditions, a farmer will be able to know which crops perform best in a particu-
lar soil [3]. 

Over three cropping systems, the increase in crop output is exponentially as-
sociated with the growth in an Integrated Fertility Quality Index (IFQI). Produc-
tion variability between years is demonstrated to be adversely, linearly associated 
to integrated fertility quality index (p < 0.001) across treatments and systems [4]. 

The use of advanced technologies in the agricultural sector has a positive im-
pact as it significantly contributes to crop production. Smart agriculture based 
on IoT and AI technologies, allow growers and farmers to monitor and optimize 
the resources involved [5] [6] [7]. 

Muangprathub and al [8] propose an optimal watering system for agricultural 
crops based on a wireless sensor network to analyze data and predict soil tem-
perature, moisture and water content. Thorat and al [9], in addition to monitor-
ing environmental parameters also detect leaf diseases. IoT, when used alone, 
might not permit the accurate recommendation of best crops because of the lack 
of weather forecast parameters. Machine learning which is a method of data 
analysis that automates analytical model building using weather data, can be 
used to predict or forecast future weather conditions [10]. Also, Machine learn-
ing algorithms due to its sense of intelligence, can generally be used to do rec-
ommendations based on past data and the analysis of current data. Patil [11] use 
semi-supervised learning with the Q-learning algorithm to detect soil fertility 
parameters in a real-time environment and identify chemical properties such as 
PH values, moisture, temperature, soil humidity. Classification and prediction of 
soil parameters such as phosphorus, potassium, pH and others help to determine 
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the appropriate amount of nutrients to be added. The report by Suchithra et al. 
[12] uses the fast learning technique known as Extreme Learning Machine 
(ELM) with different activation functions to improve soil health and environ-
mental quality. In the report by Girish [13] and Nischitha [14], the authors use 
the predictive analysis carried out by using various machine learning algorithms 
like linear regression, Support Vector Machine (SVM), K-Nearest Neighbour 
(K-NN) method and Decision Tree algorithm to allow farmers to choose the 
particular crop that is suitable for specific rainfall and market crop price. The 
report by Nischitha [14] depicts a suggested system for predicting the best crop 
for a specific plot of land based on soil composition and weather parameters 
such as temperature, humidity, soil PH, and rainfall using machine learning 
predictive algorithms like Support Vector Machine (SVM) and Decision Tree. 

The authors Patil [11], Suchithra [12] and Nischitha [14] propose IoT archi-
tectures with machine learning algorithms but the prediction accuracy was low. 
Soil with weather parameters were tested, and results showed that SVM with 
89% had the highest efficiency in rainfall prediction compared to Linear regres-
sion with 86%, Decision Tree with 49% and K-NN with 52%. An important as-
pect here is that soil data is collected using sensors which allows for real time 
prediction. 

Motivated by the limits of the above review, we ask ourselves the question, 
how is AI helpful in the real time recommendation of crops for a particular type 
of soil based on soil fertility and weather forecast? More precisely, how can IoT 
and machine learning be used to test soil fertility and help in choosing the ap-
propriate crop with weather forecast? 

The goal of this work is therefore to help farmers make better crop selection 
decisions using IoT, machine learning, and weather forecast. The prototype created 
accepts input parameters for the IoT sensors such as nitrogen, phosphorus, po-
tassium, moisture, and pH, as well as the weather API for data forecasting. The 
machine learning algorithm used is Random Forest as it gave the best accuracy 
compared to the other algorithms for crop prediction. This algorithm was trained 
with jupyter in anaconda on data-set, put together by [15]. In this work, the au-
thors used the Random Forest algorithm in order to get better prediction accu-
racy while considering similar input conditions. A key particularity of this work 
is to factor in the aspect of weather forecast and give real time recommendation 
to some actions that can be taken by the farmer seven or more days before an 
actual unwanted climatic condition occurs. This has initially been ignored by 
most authors though being a significant aspect in the kind of crop that can be 
predicted. In this article, the authors use the predicted crop based on fertility and 
monitor them closely with weather forecast data. 

The Section 2 presents the methodological approach of data collection, the 
training principle of the model and the implementation of the prototype that has 
been developed. Section 3 presents the results regarding data collection, weather 
forecasting and crop recommendations. Section 4 is devoted to the interpreta-
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tion and discussion of the results. Section 5 concludes the work.  

2. Materials and Methods 
2.1. Data Collection 
2.1.1. Collection of Nitrogen, Phosphorus, Potassium and pH 
Here historical data that will be used for the training and testing of our model is 
needed. Real time data used to validate and predict the suitable crop based on 
the trained model is also needed. Historical data of N, P, K, pH, Temperature 
and Humidity corresponding to specific crops was gotten from an already exist-
ing data-set [15]. This data-set had 2200 records for four crop types. In order to 
measure the contents of any soil in real time, sensors were used to measure the 
amount of N, P, K, pH, T and H. The specifications of the soil sensor can be seen 
in Table 1. 

2.1.2. Collections of Weather Data 
The authors used the Short-range forecast (SRF) since a period of 7 days and 
above was needed to get the forecast values of Precipitation (P), Temperature 
(T), Humidity (H) and Wind (W) which is powered by convolution machine 
learning solutions. In order to get the actual values of P, H, T and W, daily API 
calls to the open weather forecast website was done using geographical coordi-
nates of the area under forecast like latitude, longitude, count of future days (7+ 
in this case), and also the API key of the connection. The response from this API 
request cames in JSON format with the values of Temperature, Precipitation,  
 
Table 1. Soil sensor specifications. 

Item Type Soil Sensor 

Maximum Power Consumption 12 - 24 V DC 

Operating Temperature 0˚C to 55˚C 

Nitrogen Phosphorus Potassium 
Nitrogen phosphorus potassium 

1 - 1999 mg/kg (mg/L) range; 
resolution rate: 1 mg 

Temperature Measurement Range −40˚C - 80˚C 

Temperature Accuracy ±0.5˚C 

Temperature Resolution 0.1˚C 

Moisture Measurement Range 0% - 100% 

Moisture Accuracy 
±3% within the range of 0% - 53%; 

±5% within the range of 53% - 100% 

Moisture Resolution 0.10% 

pH Measurement Range 3 - 9 pH 

pH Measurement Accuracy ±0.3 pH 

Brand Sorandy 
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Wind Speed, Humidity, and many others which were then extracted and inter-
preted. 

2.2. Machine Learning 

The Random Forest algorithm was used to examine crop growth in relation to 
the present soil parameters: pH, N, P, K, T and H [16] and [17]. The dataset here 
represents a collection of our data-set made up of N, P, K, T, H, pH and the 
recommended crop. The trees represent the different models for the Random 
Forest which are grouped into classes. Every class brings out the best outcome 
based on the decision tree samples. When this is done, a majority voting is now 
conducted to choose the best class. The Random Forest algorithm generates De-
cision Trees from distinct data samples, predicts the data from each subset, and 
then provides a better answer for the system via voting. The data is trained using 
the bagging approach which improves the accuracy of the outcome. The Ran-
dom Forest training algorithm applies the common technique of bootstrap ag-
gregation, or bagging, to tree learners. Given a set of training data 1, , nX x x=  , 
where X, represents the values of N, P, K, H and T respectively in the set; with 
responses 1, , nY y y=  , where Y represents to the results of the set X bagging 
repeatedly (B times) selecting a random sample with replacement of the training 
set and fits trees to these samples. 

For 1, ,b B=  : we sample with replacement, n training examples from X, 
and Y; call these Xb, and Yb. We then train a classification or regression tree fb on 
Xb, Yb. After training, predictions for unseen samples x′  can be made by aver-
aging the predictions from all the individual regression trees on x′  given by: 

( )
1

1ˆ
B

b
b

f f x
B =

′= ∑                        (1) 

In the case of classification trees, the majority vote is used because it reduces 
the variance of the model without increasing the bias. This bootstrapping ap-
proach improves model performance. It indicates that, while a single tree’s pre-
dictions are highly sensitive to noise in its training set, the average of several 
trees is not, as long as the trees are not coupled. Training several trees on a single 
training set would result in heavily correlated trees (or the same tree many times 
if the training procedure is deterministic); bootstrap sampling is a method of de- 
correlating the trees by exposing them to different training sets. Random-forest 
does both row sampling and column sampling with decision tree as a base 
(Figure 1). 

In this case, the “Instance” represent a collection of our data-set made up of 
N, P, K, H, T, pH and the crop type. The algorithm now selects random rows of 
data and groups similar variables in the form of decision trees. 

The decision tree models are then voted to get the class with the highest simi-
lar values of N, P, K, H, T, pH and crop type which then forms our tree model to 
be used. This tree model is then used for testing and predicting the result with 
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actual real time values. The number of trees formed depends on the training ca-
pacity and size of the data-set. 

The chosen tree with trained data is saved in the database as seen in the table 
represented by Figure 2. The trees represent the different models for the Ran-
dom Forest which are grouped into classes. Every class brings out the best out-
come based on the decision tree samples. When this is done, a majority voting is 
now conducted to choose the best class. As you increase the number of rows for 
N, P, K, H, T, pH and crops, the variance will decrease. When you decrease the 
number of rows for N, P, K, H, T, pH and crops, variance increases. The table 
represented in Figure 3 shows an extract of 20 rows from the 2200 rows of the 
data-set which is used in our training model. It contains sample values of N, P, 
K, temperature, pH and humidity of the predicted crops. 
 

 

Figure 1. Random forest architecture [15]. 
 

 

Figure 2. Sample data-set for crop prediction. 
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Figure 3. Flow chart for crop prediction. 
 

The table in Figure 3 represents just about 20 rows of the actual data-set for 
informational purposes. It is always important to share the data-set into the 
training data-set and the validation data-set. The training model will use about 
80% of the data-set for training and about 20% for testing or validation of the 
model. Figure 3 describes the Random Forest algorithm’s application in this use 
case as in Equation (1). 

The crop with the best accuracy is selected and visualised as seen in the archi-
tecture in Figure 4. 

2.3. IOT Architecture 

The proposed IoT architecture in Figure 4 has four parts: 1) the input unit 
which is made up of the sensors (pH and NPK) and the weather forecast API 
(T, H and W). 2) The control unit which is made up of the microcontroller for 
data acquisition and wireless internet access control to the cloud. 3) The cloud 
unit which is made up of the database, Software control and processing of ac-
quired data with Machine learning algorithms. 4) The display unit that will be 
represented as a web page on all smart devices. All units communicate over the 
internet. 

Figure 4 shows the proposed architecture described above. 
Figure 4 is made up of different sections. From the Figure, the data input is 

made up of sensors used to collect the values of N, P, K within a scale of 11,999 
mg/kg, and pH within a scale of 3 - 9, Temperature in degree Celsius and Hu-
midity in % gotten from the weather API. Next, is the control unit which is 
made up of the micro-controller and a Global System for Mobile (GSM) com-
munication unit for internet connectivity. This unit receives data from the sen-
sors and APIs and then sends it to the server unit using the MQTT protocol. 
Thirdly, the cloud server here helps in housing the database, software and Pro-
cessor. All data is stored at the database in the cloud. The software section of the 
cloud also represents where the Random Forest algorithm is written as code and 
compiled by the processor. The weather API which streams data from its online 
repository to act as complementary inputs was used. The display is used to visu-
alise the crop prediction and the recommendations. 
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Figure 4. Crop prediction architecture based on soil fertility and weather forecast using IoT. 

2.4. Crop Recommendations 

The crops recommendation process takes into account future weather condi-
tions. It is important to note that the soil can be good but if weather conditions 
are not taken into consideration, the planting of the predicted crop might not be 
helpful, so it will depend on the farmer to know if it is necessary to change the 
area, choose a running up crop or better still take precaution to protect the crop 
from the upcoming adverse weather conditions. So there are two process, first 
the prediction of the crop using the trained data-set and second the recommen-
dation using weather forecast and the expect system. It is also assumed that the 
farmer is well aware of the planting seasons, so this system does not detect 
planting or cultivation seasons but tries to check harmful weather conditions to 
crops. Table 2 and Table 3 from Prabhu [18], Robert [19], Grant [20] and To-
gari [21], show the soil fertility conditions and normal weather conditions 
needed for effective crop growth in a few use cases. The information is then used 
to develop the expert system for the recommendations. 

For the predictive model, it is assumed that all other best practices of agricul-
ture as far cleaning the farm, having good seed and following local guidelines 
have been taken into consideration. Table 2 shows the normal soil nutrients 
needed for the effective growth of Maize, Tomatoes, Rice and Kidney Beans and 
Table 3 shows the normal weather parameters needed for the effective growth 
for the corresponding crops. The forecast is gotten daily over a period of seven 
(7) days all at once. Given that a crop is predicted using the Random Forest in 
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Section 2.2, the expert or knowledge system is then used as described in Figure 5 
for recommendations. 

Information has been gathered from some experts, articles, publications and 
compiled into a knowledge database. This knowledge database is a set of possible 
outcomes for a large number of different scenarios of weather on each of the 
crops. The rules engine helps to select the appropriate knowledge from the know-
ledge base and present it to the farmer who is a non-expert user upon the far-
mer’s request. 
 
Table 2. Soil fertility conditions. 

 Normal soil nutrients and parameters 

Crop Duration 
(Days) 

N P K Humidity Temperature Soil pH 

Maize 
60 - 100 

79 35 20 55% - 60% 21˚C - 37˚C 5.8 

Tomatoes 
60 - 100 

120 80 80 65% - 90% 12˚C - 29˚C 6.2 - 6.8 

Rice 
120 - 140 

100 45 40 60% - 80% 21˚C - 35˚C 5.6 

Kidney Beans 
60 - 100 

85 39 20 60% - 80% 18˚C - 26˚C 5.5 - 6.2 

 
Table 3. Normal weather information. 

 Normal weather parameter 

Crop Duration 
(Days) 

Wind Temperature Precipitation 

Maize 
60 - 100 

0 m/s - 16 m/s 15˚C - 37˚C 5 mm - 10 mm 

Tomatoes 
60 - 100 

0 m/s - 3 m/s 12˚C - 29˚C 6 mm - 7 mm 

Rice 
120 - 140 

0 m/s - 26 m/s 21˚C - 37˚C 6 mm - 10 mm 

Kidney Beans 
60 - 100 

0 m/s - 26 m/s 18˚C - 26˚C 6 mm - 15 mm 

 

 

Figure 5. Recommendation expert system. 

https://doi.org/10.4236/as.2023.145044


A. M. Chana et al. 
 

 

DOI: 10.4236/as.2023.145044 654 Agricultural Sciences 

 

2.5. Rules Engine of the Expert System 

The rules engine helps to select the appropriate knowledge from the knowledge 
base and present to the farmer who is a non-expert user upon the farmer’s re-
quest. The farmer and user interface is represented as a display. Looking at the 
knowledge database found in Table 3, the following rules can be written. 

Let 1 2, , , nx x x  represent the different crops. Let 1 2, , , nw w w  represent the 
set of weather forecast for 1 2, , , nx x x  respectively with { }1 1 1 1, ,w W T P= , 

{ } { }2 2 2 2, , , , , ,n n n nw W T P w W T P= =  where W = Wind, T = Temperature and P 
= Precipitation. 

Also, let the normal range for W, T and N from the expert knowledge base be 

[ ] [ ] [ ]{ }1 1 1 1 1 1min, max , min, max , min, maxW W T T P P , 

[ ] [ ] [ ]{ }2 2 2 2 2 2min, max , min, max , min, maxW W T T P P ,  , 

[ ] [ ] [ ]{ }min, max , min, max , min, maxn n n n n nW W T T P P  

for 1 2, , , nx x x  respectively. 
From the above definition, the following can be deduced: 

 For any crop xi, after successful prediction, to be recommended, the forecast 
weather parameter wi should belong to the normal set for each forecast day 
i.e. [ ]min min, maxi i iW W W∈ , [ ]min min, maxi i iT T T∈  and  

[ ]min min, maxi i iP P P∈  
 If any of the conditions in the item above is not satisfied but which can be 

remedied, the engine will have to decide based on available remedies. Some 
of these remedies include but not limited to irrigation, sun shading, plant 
covering and wind blocking. 

These rules are a generalization for the recommendation of crops in the sys-
tem. 

2.6. Implementation 

An electronic prototype has been implemented in order to get real time results 
for the prediction and recommendations of suitable crop as seen in Figure 6. 
 

 

Figure 6. Physical prototype. 
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The prototype includes a microcontroller module, NPK and pH sensors, Bat-
tery Management System (BMS), GSM, RS485 and power. After testing the 
breadboard connections, a mini Printed Circuit Board (PCB) was produced to 
connect the parts without using overhead wires and assembled into a tiny box. 
The database is MySQL; the machine learning section is programmed in python 
with Jupiter in Anaconda and the visualization front end in anvil. 

3. Experimentation and Results 

The test and results are structured in two phases: Training model and Field 
measurements. 

3.1. Training Model 

During the programming of the Random Forest prediction algorithm, a series of 
tests was done on the jupyter notebook to see how accurate and strong the 
training model could be before proceeding. Over-fitting and under-fitting were 
tested by doing a cross validation on the data-set. The accuracy was about 99% 
on training data-set and about 98% on the test data-set. The result showed no 
over-fitting or under-fitting because of the low bias and low variance. Below are 
some of the major test results obtained during the training and validation of the 
model. All graphs were generated using jupyter notebook∙Density graphs: 

Density graphs are plotted as function of density vs the variable under con-
sideration. The graphs basically show the concentration of the variables (N, P, K, 
Temp, Hum and pH) over the entire data-set. The figures below show the cap-
tured density graphs. Figure 7 shows the density concentration of Nitrogen and 
Phosphorous, Potassium, pH, Temperature, and Humidity within the maximum 
and minimum values of their respective ranges. 

A series of tests were done on jupyter notebook during the Random Forest 
prediction algorithm programming to see how accurate and strong the training 
model and data-set could be the overall training accuracy was 99%. An impor-
tant statistical results amongst others was the soil nutrient ratio comparison ans 
seen in Figure 8. 

3.2. Field Measurements 

After the data was trained, code compiled and loaded to the micro-controller 
and with the anvil server running, tests were then manually made on the field to 
confirm the prototype. For a more practical result, two different locations in 
Nomayos were considered. The procedure outlined in the methodology on how 
to use the sensors was followed. Figure 9 shows some pictures taken in the field 
during the tests. 

For a more accurate measurement, the entire field was covered by taking the 
average value of the values of the N, P and K of the soil at five different positions 
at the study site. To be sure the user understands what they are doing, a button 
and a visual indicator on the prototype was used. When the N, P, and K probes  
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Figure 7. Density concentration of K, pH, N, P, T and H. 
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Figure 8. N, P, K, T, and H ratio comparison between crops. 
 

 

Figure 9. Nomayos field test. 
 
were inserted into the ground, the button was pressed once in order to get the 
value of the N, P, K, temperature, humidity and pH. The blinking light on the 
device actually indicates that the values are being collected and stored in the lo-
cal memory of the micro-controller. This process is repeated for four other posi-
tions on the field and the 5th time, the values are then averaged and sent to the 
database on the server indicated by a steady light, which goes back off once the 
data transmission is complete. Table 4 shows the results of the predicted crops 
collected at the 2 locations. 

Table 4 shows the values obtained during the measurements taken in the field 
at Nomayos with the corresponding predicted crops. 

Table 5 shows the weather forecast of temperature, wind and precipitation for 
seven days. These values are used in comparison with the standard values in or-
der to make helpful recommendations to the farmer. A sample of the recom-
mendations gotten for each of the forecast days for Rice and Beans both tested at 
Nomayos swamps and solid soil is seen in Table 6. 
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Table 4. Soil fertility prediction parameters for crops. 

 
LOCATION 

Nomayos swamps Nomayos solid ground 

Soil parameters 

N 90 80 

P 40 43 

K 36 16 

Temperature 32.4 32.6 

Humidity 29 29 

pH 6 6 

Predicted cop Rice Kidney Beans 

 
Table 5. Weather forecast for recommendations. 

Predicted crop Rice Kidney beans 

Location Nomayos swamps Nomayos solid ground 

Day 1 2 3 4 5 6 7 1 2 3 4 5 6 6 

Temp 
(˚C) 

31.4 32.05 32.51 33.08 30.59 31.23 32.75 31.34 32.05 32.51 33.08 30.59 31.23 32.75 

Wind 
(Km/h) 

1.95 2.47 2.52 1.81 2.03 2.15 2.57 1.95 2.47 2.52 1.81 2.03 2.15 2.57 

Precipitation 
(mm/h) 

na na na 3.05 1.64 2.05 3.43 na na na 3.05 1.64 2.05 3.43 

 
Table 6. Recommendations based on weather forecast. 

Predicted Crop Date temperature Wind Precipitation 

Rice 

05-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

06-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

07-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

08-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

09-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

10-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 

11-01-2022 12:00:00 Within required values Within the required range 
Little or no rain, 

consider irrigation 
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Continued 

Kidney Beans 

05-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

06-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

07-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

08-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

09-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

10-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

11-01-2022 12:00:00 
Above normal, 

consider another option 
Within the required range 

Little or no rain, 
consider irrigation 

4. Discussion 

In accordance with this research question and objectives, the results, as ex-
pressed in Section 3, demonstrate that the Internet of Things (IoT) is useful in 
the prediction of the best crops that can be grown on cultivated or uncultivated 
soils without the use of fertilizers directly. Furthermore, it has been demon-
strated that crop evolution recommendations made for the predicted crop can be 
used to assist in the selection of the most suitable crop. Because of this, weather 
forecasts are critical in the selection of the most suitable crops for planting at the 
appropriate time of the year. 

Figure 7 and Figure 8 show some major statistical results which helps in the 
pre-validation of the Random Forest algorithm used for predictions. Each of 
these results is further discussed in the following sections. 

4.1. Density Graphs 

The graphs in 7 show the density distribution of the respective soil parameters. 
They give firsthand information to the useful range of the data-set for each pa-
rameter. The x-axis represents the parameter under control. In this case, N, P, K, 
pH, Temperature and Humidity are used. The y axis represents the probability 
density of the variable. It actually shows the areas of concentration of the para-
meter. For example, if the first two diagrams of Figure 7 are considered, it will 
be noticed that for Potassium, the data is found within two intervals, from about 
15 to 28 and from 35 to 62. This definitely means that any data during prediction 
that lies in the empty interval which is from 28 to 35 does not directly fit in the 
data-set, but can be approximated by the training algorithm during crop predic-
tion. These graphs are important because it makes us see where we can easily 
expect our values. Each of the graphs in 7 are differentiated by colors just for 
clarity but all represent density graphs for N, P, K, Temp, Humidity and pH. 
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4.2. Soil nutrient Ratio Comparison 

Figure 8 shows a distinct view of the average required of the prediction parame-
ters of N, P, K, T, H and pH. The x-axis shows the crops under prediction and 
the y-axis shows the amount or quantity of the needed soil parameter. By look-
ing at the Figure, one easily sees that the quantities or ratios needed for one crop 
varies with respect to the other individual parameters. For example, if just maize 
and rice is considered, their prediction would be the same in case only the Ni-
trogen content of the soil was considered. However, as Phosphorous, Potassium, 
temp, humidity and pH is increased, a clear and distinct change becomes noti-
ceable. From this graph we can easily conclude that the soil parameters needed 
for the growth of some crops can at times be similar and if we are to limit to 
them, the results would most of the time be erroneous. In our case, we chose 
Rice, Maize, Kidney Beans and Tomatoes as use cases for our tests. The predic-
tion of crops was made using the Random Forest algorithm with a training ac-
curacy of about 99%, which is better than the Q-learning algorithm presented in 
Section 1. This accuracy can be seen as an improvement to crop prediction. 
Other machine learning algorithms were also evaluated like the SVM, K-Nearest 
Neighbors and Decision tree whose accuracy were significantly lower: 89%, 86% 
and 49% respectively. 

4.3. Field Results 

The Section 3.2 shows the results gotten during the testing of the prototype. 
Considering the research question, which was based on how to use IoT in the 
prediction of best crop and in the recommendations of best practices using ma-
chine learning algorithms, field results can be analysed. In Section 1, an extreme 
learning machine learning algorithm was also used which by default is a feed 
forward neural network, supposedly better than the supervised Random Forest 
used. The algorithm presents an accuracy of about 90% which is smaller than 
our obtained accuracy of about 99%. This gave a conclusion that even the best 
methods are not always suitable for some problems. In this same section, a simi-
lar tool using IoT technology and rechargeable batteries was developed but it 
was too cumbersome to use or to even easily get good results because of the way 
it was manipulated (dragged on animals or trolleys). Our IoT solution proved to 
be far smaller and portable which permits the measurement of any soil at any 
time. The results presented in Table 4, show the values of N, P, K, Temperature, 
Humidity and pH obtained from Nomayos for both for a swampy and solid 
ground. Upon insertion in any soil, the user presses a button on the device to 
collect the data of that location. The data of five such locations on the same field 
or area under consideration is collected. The data sent to the server is an average 
of the five different positions collected. This helps reduce any impurities that 
might occur during the prediction phase. It further predicts that Rice can easily 
grow in swampy areas while beans can easily grow in solid grounds of that area. 
It equally shows that the major difference is between the values of Nitrogen and 
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Potassium (10 and 20 mg/kg) respectively. These results were not only validated 
by the data-set but also from the fact that inhabitants of this area grow these 
crops and they do well with little or no fertilizer. Crop prediction has been the 
major achievement in most articles cited in the literature without consideration 
of future weather parameters. In this study, it was found out that, a soil can be 
truly fertile for a particular crop and also truly predicted but not really suitable 
for cultivation because of future weather disturbance, which can be remedied by 
a recommendation. Table 5 shows weather forecasts for Temperature, Wind 
speed and precipitation 7 days into the future. These values are used to examine 
how the predicted crop can be affected by weather forecast. It was actually no-
ticed that, though Kidney Beans is suitable for the solid grounds at Nomayos, it 
might not actually do well because the future temperature at the time of mea-
surement was higher than the normally required temperature for beans growth. 

Based on the period and season in which the results where gotten, we noticed 
a calm nature of wind and little or no precipitation. Using our expert system and 
collected data from experts, we were able to make the recommendations found 
in Table 6. The table shows the predicted crops and the forecast dates from 
when the prediction was made. The recommendations are actually made with 
respect to temperature, wind speed, and precipitation which are the major fac-
tors sometimes identified to have a negative impact on crops as far as weather 
conditions are concerned. These results can be refreshed on a daily basis to con-
tinuously see updated recommendations 7 days at any point in time without 
necessarily going back to the field. 

Nevertheless, we were able to note some of the following limitations: 
 The scope of this work can only permit a forecast of up to 7 days which at 

times might be short to take a drastic decision in the event of a drastic weather 
change. 

 Finding some very critical parts for the IoT prototype was not very easy mak-
ing development time actually longer than anticipated. 

It was not very easy to get many local agricultural experts. This actually in-
creased the difficulty of finding relevant data, especially during predictions. 

5. Conclusions 

The purpose of this paper was to examine the usefulness of weather forecast on 
crop prediction using IoT, machine learning and weather API’s in order for far-
mers to be able to make better crop selection decisions. 

Several existing methods and architectures were evaluated before developing 
the architecture presented in this study. This allowed us to visualize the results of 
the predictions and recommendations from any location and at any time. In or-
der to accomplish this, an IoT device prototype was created which communi-
cates with the cloud via the MQTT protocol over the internet. This device uses 
interconnected sensors to collect the data it requires, both physically (for N, P, 
K, and pH collection) and virtually (using APIs) (for T, H, P and W). 
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This was followed by the application of the Random Forest algorithm to our 
data set, which proved to be accurate (with a 99% for the trained algorithm). 
Approximately 80% and 20% of the data set were used to train and test the da-
ta-set respectively. The expert or knowledge systems were used for recommen-
dations. The implementation of these algorithms was done on the cloud jupyter 
in Anaconda and anvil (drag and drop we app builder). Prediction of the best 
crops and recommendations were made. A key aspect of this work was the addi-
tion of a weather forecast for prediction, which was actually seen in the results 
section to sometimes have an impact on the predicted crop. 

At the end of the work, real tests were carried out on the field for both swam-
py and solid ground and the results actually met the objectives initially defined 
in the introduction. 

Considering the limitations of our work we plan to increase the weather fore-
cast period to the time representing the complete life cycle of the predicted crop. 
Also, increasing the number of crops represented in the data set coming from 
local communities and giving users the ability to add their own crops based on 
their geographic location would be a great improvement. 
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