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Abstract 
In view of the composition analysis and identification of ancient glass prod-
ucts, L1 regularization, K-Means cluster analysis, elbow rule and other me-
thods were comprehensively used to build logical regression, cluster analysis, 
hyper-parameter test and other models, and SPSS, Python and other tools 
were used to obtain the classification rules of glass products under different 
fluxes, sub classification under different chemical compositions, hyper-parameter 
K value test and rationality analysis. Research can provide theoretical support 
for the protection and restoration of ancient glass relics. 
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1. Introduction 

Ancient glass is an important object of interdisciplinary research, ancient glass 
reveals the development level of the productive forces of the society at that time. 
It is one of the signs of the development level of handicraft industry, and is the 
physical evidence of human communication. In archaeology, the protection and 
restoration of ancient glass relics need scientific basis, usually need to classify 
ancient glass and carry out composition analysis, but the process is more com-
plicated. The main raw material of glass is quartz sand, the melting point of 
quartz sand is high, and the addition of flux can reduce its melting point. Dif-
ferent fluxes lead to different compositions of glass, forming different glass clas-
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sifications. Different types of glass, with the change of time, its degree of wea-
thering is also different. In the process of weathering, the internal elements of 
ancient glass exchange a lot with the environmental elements, resulting in a 
change in its composition ratio, which affects the correct judgment of the type of 
glass [1]. According to the characteristic data of ancient glass products collected, 
the identification rules of different types of glass are mined and the composition 
analysis is carried out. Firstly, based on L1 regularized logistic regression model, 
the characteristic sample data set of chemical component proportions of classi-
fied glass relics is trained, and the over-fitting phenomenon is effectively re-
duced by introducing regular terms. The weight parameters are obtained by gra-
dient descent method, and specific classification rules are obtained. At the same 
time, the weight parameters were used for feature selection to reduce the dimen-
sion of all chemical elements rationally. On the basis of dimensional reduction, 
K-Means cluster analysis is carried out to divide three sub-classes. Finally, the 
evaluation index system of L1 regularized logistic regression model is constructed, 
and the rationality analysis is carried out, and the hyper-parameter K value is 
tested by elbow rule. 

2. Data Sources and Assumptions 

The data in this paper are from the C question of the 2022 National Mathemati-
cal Contest in Modeling for College Students. Archaeologists divided a group of 
ancient glass products into AB two types, and measured the proportion of the 
main chemical components. Specific data are shown in Table 1. For reasons 
such as detection methods, if the sum of the component proportion is not equal  
 

Table 1. Ancient glass composition content (excerpts) (unit: %). 

No. Type Sampling site SiO2 Na2O K2O CaO MgO Al2O3 Fe2O3 CuO PbO BaO P2O5 SnO2 SO2 

01 I 01 69.33 - 9.99 6.32 0.87 3.93 1.74 3.87 - - 1.17 - 0.39 

02 II 02 36.28 - 1.05 2.34 1.18 5.73 1.86 0.26 47.43 - 3.57 - - 

03 I 
03 part 1 87.05 - 5.19 2.01 - 4.06 - 0.78 0.25 - 0.66 - - 

03 part 2 61.71 - 12.37 5.87 1.11 5.5 2.16 5.09 1.41 2.86 0.7 - - 

04 I 04 65.88 - 9.67 7.12 1.56 6.44 2.06 2.18 - - 0.79 - 0.36 

05 I 05 61.58 - 10.95 7.35 1.77 7.5 2.62 3.27 - - 0.94 - 0.47 

54 II 

54 22.28 - 0.32 3.19 1.28 4.15 - 0.83 55.46 7.04 4.24 - - 

54 Severe 
weathering 

17.11 - - - 1.11 3.65 - 1.34 58.46  14.13 - - 

55 II 55 49.01 2.71 - 1.13 - 1.45 - 0.86 32.92 7.95 0.35 - - 

56 II 56 29.15 - - 1.21 - 1.85 - 0.79 41.25 15.45 2.54 - - 

57 II 57 25.42 - - 1.31 - 2.18 - 1.16 45.1 17.3 - - - 

58 II 58 30.39 - 0.34 3.49 0.79 3.52 0.86 3.13 39.35 7.66 8.99 - - 
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to 100%, the data between 85% and 105% will be regarded as valid data [2]. In 
order to facilitate the research, the following assumptions are put forward: 1) All 
data sources are true and reliable. 2) The steps of data cleaning and data prepro-
cessing are accurate, that is, outliers can be eliminated. For missing values that 
are not detected chemical components in the data, this paper uses 0 values to fill 
in, which has no impact on other data. 3) Some undetected trace data did not af-
fect the results. 4) The known type of glass is judged by archaeologists through 
glass decoration, color and other conditions. 

3. The Judgment of Glass Category Based on L1  
Regularization Logistic Regression Method 

3.1. Research Thought 

This part mainly explores the classification law of the two types of glass and the 
difference between them, and picks out the main chemical components that play 
an influential role. A glass classification method based on L1 regularization lo-
gistic regression was established. Firstly, regular terms were introduced to pre-
vent the occurrence of overfitting phenomenon [3], and then the weight para-
meters of each chemical component content were calculated by gradient descent 
method, and logistic regression evaluation indexes were established. After train-
ing the characteristic sample data set based on the proportion of chemical com-
ponents of classified glass relics, the chemical components of the most important 
influencing factors were determined. 

3.2. Research Method 

In order to classify the glass correctly, we use a classification method based on 
logistic regression. 

1) Logistic Regression 
In machine learning, logistic regression is a widely used classification method 

to deal with regression problems where the dependent variable is a categorical 
variable, that is, the binary classification problem or the multi-classification prob-
lem, which belongs to a classification algorithm [4] [5] [6] [7] [8]. The output 
of logistic regression algorithm { }0,1y∈  is a discrete value. We can consider 
fitting conditional probabilities because the values of probabilities are also con-
tinuous. Logistic regression has predictive function model sigmoid function 
[9] 

( )T

1

1 e
w x b

y
− +

=
+

. 

The output is in between [ ]0,1 . A base value (such as 0.5) is then selected, 
and it is treated as 1 when the predicted value exceeds the base value, and 0 
when it is not. 

It is assumed that y represents the type of sample glass and is a random varia-
ble obeying the distribution of 0 - 1, ( )1|P Y x=  represents the probability that 
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the glass is a Class I glass, and ( )0 |P Y x=  represents the probability that the 
glass is a Class II glass. 

The mathematical expression of logistic regression model is 

( ) ( )
( )

1|
logit ln

1 1|
P Y x

p
P Y x

=
=

− =
. 

When 0 1P< < , there is ( )logit p−∞ < < +∞ . So 

( ) ( )
( )

T 1|
ln

1 1|
P Y x

F x w x b
P Y x

=
= + =

− =
. 

We get 

( ) ( )T

11|
1 e

w x b
P Y x

− +
= =

+
. 

Therefore, if 0.5P > , the test sample is a Class I glass sample, and otherwise 
it is a Class II glass sample. [ ]{ }, 0,1,2, ,14ix i∈   is the set of features,  

[ ]{ }0,1,2, ,14iw w= ∈   is the weight parameter. 
2) Parameter Estimation 
In statistics, parameter estimation often uses maximum likelihood estimation, 

that is, finding a set of parameters under which our data has the greatest likelih-
ood (probability). The maximum likelihood estimation method is to make the 
function L(w) reach the maximum parameter value “w”, as the estimate of the 
parameter “w”, i.e. 

( ) ( ) ( ) 1
1i iy y

i iL w p x p x
−

   = −   ∏ . 

To make it easier to solve, we take logarithms of both sides of the equation 
and write them as logarithmic likelihood functions: 

( ) ( ) ( ) ( )( )
( )
( ) ( )( )

( ) ( )

ln 1 ln 1

ln ln 1
1

ln 1 e .i

i i i i

i
i i

i

wx
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L w y p x y p x

p x
y p x

p x

y w x

 = + − − 
 

= + − 
−  

 = ⋅ − + 

∑

∑

∑

 

The loss function in machine learning is used to measure the degree to which 
a model’s predictions are wrong. If we take the average logarithmic likelihood 
loss over the entire data set, we get 

( ) ( )1 lnJ w L w
N

= − . 

The logistic regression loss function is as follow: 

( ) ( ) ( ) ( )( )( )
1

1 ln 1 ln 1
n

i i i i
i

J w y p x y p x
n =

 
= − + − − 

 
∑ . 

There are many ways to solve logistic regression, and we use the gradient 
descent method here. Before we do that, we introduce firstly the regular term as 
follows. 
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3) The Introduction of Regular Terms 
In this paper, the traditional method without regular terms is easy to cause 

“overfitting” because of the small sample size, which is not conducive to the es-
tablishment of glass classification logistic regression model. The addition of re-
gularization terms can effectively reduce overfitting. To solve this problem, L1 
regularization method is adopted in this paper, and regularization term is in-
troduced into the log-likelihood function, which is equivalent to adding such a 
prior knowledge to the model: w, which follows the zero-mean Laplacian distri-
bution. As an optimization problem, binary logistic regression with regulariza-
tion terms minimizes the following loss functions 

( ) ( )( ) ( ) ( )( )( ) ( )
1

min log 1 log 1
n

w i i i i
i

J w C y p x y p x r w
=

= − − − − +∑ , 

where  

( ) ( )T

1

1 e
i w x b

p x
− +

=
+

, 

and ( )r w  is an artificial addition to the prior. The method of gradient descent 
is used to solve the problem, and the w value is obtained. 

3.3. Interpretation of Result 

The model was built through Python 3 and the results were obtained through 
the Scikit-learn library. Choose the test set to be 0.3 and the training set to be 
0.7. Get 1 0.06157854w = , 9 0.49660384w = , others are 0, Glass category classi-
fication formula is as follow 

( ) 1 90.06157854 0.49660384F x x x= ∗ − ∗ . 

As can be seen from the formula, in the chemical composition of all glass, the 
classification model of Class I glass and Class II glass established, the coefficient 
of silicon dioxide (SiO2) is 0.06157854, and the coefficient of lead oxide (PbO) is 
−0.49660384, that is, the content index of silicon dioxide (SiO2) is positively cor-
related when determining the category. The content of lead oxide (PbO) was 
negatively correlated. In this classification model, the content index of silicon 
dioxide (SiO2) and lead oxide (PbO) describe the proportion of chemical com-
ponents. If there is more silicon dioxide and less lead oxide, it is marked as 1, 
that is, Class I glass. Otherwise marked as 0, that is, Class II glass. 

4. Subclass Classification of Ancient Glass Components  
Based on K-Means Clustering 

4.1. Research Thought 

In this section, based on the data in Table 1, the K-means clustering algorithm 
model was used to select the appropriate chemical composition for sub-classing 
the glass and to analyze the reasonableness and sensitivity of the classification 
results. The remaining 67 samples (different sampling points belong to different 
samples) after eliminating two invalid samples in Table 1, and for the missing 
values due to non-detected chemical composition, this paper fills in with 0 val-
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ues, making a total of 938 valid data. 

4.2. Research Method 

The basic idea of K-means clustering algorithm [10] [11] [12] [13] is to cluster K 
points in space as the center point, and then classify the objects closest to them. 
Iteration method is used to update each cluster center one by one until the best 
clustering effect is obtained. 

According to the glass classification model based on L1 regularization logistic 
regression [14] [15] [16] established above, Class I glass is most affected by sili-
con dioxide (SiO2), and Class II glass is most affected by lead oxide (PbO). There-
fore, SiO2 and PbO are used as two-dimensional number lines for two-dimen- 
sional data clustering. In order to ensure the comparability of data, data of dif-
ferent magnitudes are uniformly converted into the same magnitude. In this 
problem, z-score standardization is carried out on the SiO2 and PbO values of 
each sampling point. Convert two or more sets of data into unit-free z-score 
scores to standardize data. 

z-score ,x µ
δ
−

=  

where µ  is the mean value of the total data, δ  is the standard deviation of 
the population data, x is the observed value of each sample data. 

4.3. Interpretation of Result 

The standardized SiO2 and PbO are taken as Y-axis and X-axis respectively to 
establish a two-dimensional coordinate system. We use cluster analysis method 
for classification analysis Cluster analysis refers to the analysis process in which 
the collection of research objects is grouped into multiple classes composed of 
similar objects. Data points can be roughly divided into three categories in the 
scatter plot shown in Figure 1. Therefore, the number of clusters can be preli-
minarily set to 3.  
 

 

Figure 1. Scatter plot of lead oxide (PbO) and silicon dioxide (SiO2). 
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 Variate: {z-score (PbO), z-score (SiO2)},  
 Assume the number of clusters: 3,  
 Cluster C = C1, C2, C3. 

First, the difference analysis of cluster categories is carried out, and then the 
frequency of each cluster category is summarized and analyzed to determine 
whether the amount of various data is balanced. If it is balanced, the process can 
continue. Then, three clustering centers are preliminarily determined: Z1, Z2, 
and Z3. After the central coordinate ( ,i ix y ) of the cluster is well established, the 
Minkowski distance between the sample coordinates and each central point can 
be calculated 

( ) ( )
1

1pp
j i i pD k x y= − ≥， . 

where k is the secondary sequence number of the iterative calculation. The 
shortest distance is divided into which category. 

In Table 2, for the variable z-score (SiO2), the P value is 0.000***, showing 
significance at the significance level. The null hypothesis is rejected, indicating 
that the variable z-score (SiO2) has significant differences among the categories 
divided by cluster analysis. For the variable z-score (PbO), the significance P 
value is 0.000***, showing significance at the level, rejecting the null hypothesis, 
indicating that the variable z-score (PbO) has significant differences among the 
categories divided by cluster analysis. There is a significant difference between 
the two groups of data on the surface, and the difference can be analyzed by 
means ± standard deviation. 

The frequency of cluster category 1 is 21, accounting for 31.34%. The fre-
quency of cluster category 2 was 27, accounting for 41.79%. The frequency of 
cluster category 3 is 19, accounting for 26.87%. On the whole, the distribution of 
the three groups is relatively uniform, indicating that the clustering effect is 
good. At the same time, the coordinate positions of 67 sampling points in the 
two-dimensional coordinate system are calculated, and the distance , ,i i iα β γ  
from the center point of the three types of clustering is calculated. The cluster 
type corresponding to the minimum distance is the category of the sample. Fig-
ure 2 shows the clustering categories. 
 

 

Figure 2. Rose diagram of clustering categories. 
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Table 2. Clustering category (mean ± standard deviation). 

Variable/ 
categories 

category 2 
(n = 27) 

category 1 
(n = 21) 

category 3 
(n = 19) 

F P 

z-score (SiO2) −1.012 ± 0.382 0.268 ± 0.396 1.142 ± 0.583 132.335 0.000*** 

z-score (PbO) 1.015 ± 0.544 −0.214 ± 0.336 −1.206 ± 0.19 170.114 0.000*** 

Note: ***, ** and * represent significance levels of 1%, 5% and 10% respectively. 
 

The sample points after classification are substituted back to Table 1 for test-
ing, and it is found that Class 1 is mainly composed of Class II glass, but the 
content of SiO2 and K2O is very high, and the properties of Class I glass are sim-
ilar, and the quality is high, and the weathering proportion is low. After con-
sulting the relevant literature, it was identified as Class II glass with similar 
properties to Class I glass, so it was named “Class A composite glass” (not com-
posite glass in the chemical sense); Category 2 is mainly Class II glass, but the 
content of each component is less, the quality is inferior, and it is named “Class 
B single lead glass”; Category 3 is based on Class I glass, the lead content is basi-
cally 0, and it is susceptible to weathering, and the quality is inferior, and it is 
named “Class C single potassium glass”. Complete the subdivision of various 
types of glass. Table 3 shows the coordinates of cluster center points. 

5. Model Test 
5.1. Evaluation Indexes 

The values in the logistic regression evaluation index are formed based on the 
parameters of the confusion matrix. The confusion matrix (see Table 4) is used 
to predict the performance of the results. TP indicates that both the test sample 
data and the predicted result are positive quantities. TN indicates the number of 
negative test sample data and predicted results. FP indicates the number of neg-
ative test sample data and positive prediction results. FN indicates the number of 
positive test sample data and negative prediction results [17]. 

1) Accuracy: represents the proportion of the number predicted to be correct 
in the model to the total: 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
. 

2) Precision: represents the proportion of predicted correct results in the mod-
el: 

TPPrecision
TP FF

=
+

. 

3) Recall rate: represents the proportion of the number of predictions in the 
model that are true, and the ratio of the true value to the true data: 

TPRecall
TP FN

=
+

. 
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Table 3. Cluster center point coordinates. 

Cluster type 
central value_z-score 

(SiO2) 
central value_z-score 

(PbO) 

Class A composite glass 0.2681484506373271 −0.21377443548874983 

Class B single lead glass −1.0122076137090077 1.014815740759344 

Class C single potassium glass 1.142025689829439 −1.2058295713283438 

 
Table 4. Confusion matrix. 

Total population Condition positives Condition negative 

Test outcome positive TP FP 

Test outcome negative FN TN 

5.2. Rationality Analysis 

The confusion matrix and the confusion matrix diagram are generated accord-
ing to the parameters of the experimental results, as shown in Figure 3, and the 
parameters of the experimental results are generated according to the main 
evaluation parameters. In the glass classification model, there are 21 test data, 15 
Class II glasses in the sample data, 0 of which are predicted to be Class I glasses, 
and 6 Class I glasses, 0 of which are predicted to be Class II glasses. 

The data returned by Python shows that the Accuracy, Precision and Recall of 
the logistic regression classification model are 100%, 100% and 100% respective-
ly. Meet the expected effect. 

5.3. Optimal Cluster Number Test 

In order to further determine the optimal clustering number—K value, the el-
bow rule is used in this topic. The vertical axis represents the mean of the dis-
tance from all samples to the cluster center under the current K value. If the 
mean value is regarded as a loss, the K value corresponding to the minimum loss 
point is the optimal cluster number. In this problem, the mean clustering scatter 
plot is drawn when K = 1, 2, 3, 4, 5, 6, as shown in Figure 4. 

In machine learning, hyper-parameters are parameters whose values are set 
before the learning process begins, rather than parameter data obtained through 
training. The K value is the hyper-parameter in the cluster analysis. In order to 
verify the stability of the model, K value is determined by elbow rule and con-
tour system. 

1) The elbow rule determines the k value by finding the inflection point where 
the loss value declines smoothly [18]. First calculate SSE: 

2

1
SSE

i

k

i
i x

p m
= ∈

= −∑∑
C

, 

where im  is the center of mass of cluster i. 
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Figure 3. Confusion matrix graph. 
 

 
 

 

 
 

 

Figure 4. Mean clustering scatter plot. 
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SSE reflects the sum of squares of the distance between the coordinates of each 
sample point and the cluster center, which can be seen as the “loss value”. The 
smaller SSE is, the less loss is, and the point is closer to the cluster center, which 
is more in line with this kind of characteristics, and the classification is more ef-
fective. 

The elbow diagram takes K value as the X-axis, SSE value as the Y-axis, coor-
dinates of each point are marked, and curves are connected to generate the el-
bow relationship diagram, as shown in Figure 5. 

In the process of K value from 1 traversal to 2 and then to 3, SSE value de-
creased significantly, indicating that the increase in the number of clusters sig-
nificantly improved the classification effect and the model sensitivity was high. 
In the process of K value traversing from 3 to 4 and after, the curve gradually 
flattens out, the return of polymerization degree obtained by K increase will 
quickly become smaller, and the decline of SSE is also sharply decreasing, which 
means that the loss progress is reduced. Therefore, from the point where K value 
is 3, the significance of the next classification is not obvious, and when K value 
reaches the real cluster number, 3 is the most appropriate K value, and the data 
should be divided into 3 categories. It is consistent with the scatterplot analysis 
above. 

2) The silhouette coefficient [19] is calculated by finding the maximum value 
of the silhouette coefficient iS . 

( )max ,
i i

i
i i

b aS
a b
−

= . 

 If i ia b> , then ( )
( ) ( )

( )
[ )1,0i i

i
i

b a
S

a

−
= ∈ − ;  

 If i ia b= , then ( ) 0iS = ;  

 If i ia b< , then ( )
( ) ( )

( )
[ )1,0i i

i
i

b a
S

b

−
= ∈ − . 

 

 

Figure 5. Elbow diagram & silhouette coefficient diagram. 
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Figure 6. Silhouette coefficient diagram. 
 

Where ia  is the average distance between sample i and other points in the 
same category, and the average distance between sample i and samples in the 
nearest different categories. First, the data is standardized, and then the graph is 
drawn to find the most suitable K value in order to find the most suitable K val-
ue. It can be seen from the silhouette coefficient diagram (Figure 6) that when K 
= 3, the silhouette coefficient value is the highest, and the clustering effect is the 
best at this time, which is consistent with the judgment result of elbow rule. 

6. Conclusions 

In this paper, a mathematical model based on L1 regularization logistic regres-
sion is established to explore the classification rules of two kinds of glass. With 
the help of regular term, the overfitting phenomenon is effectively reduced. On 
the basis of dimensionality reduction, K-means cluster analysis is carried out, 
and three subclasses are divided. Finally, the rationality of the model is verified, 
and the optimal cluster number is tested. Spss, Python and other mathematical 
software are applied to the calculation of the model, which makes our calcula-
tion results more accurate.  

The regularized logistic regression model can effectively classify linear separa-
ble problems with fast training speed and strong interpretability. In the K-Means 
clustering model, the center point and the number of categories are analyzed 
scientifically by means of elbow rule and contour system. The analysis and iden-
tification of ancient glass components will be more conducive to the protection 
and restoration of glass cultural relics, so as to provide more scientific data for 
archaeology and better understand the evolution and change of human history. 
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