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Kadri and Halat provided many examples and applications for such new
mixed distributions. In this paper, we introduce a new mixed distribution of
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1. Introduction

Mixtures of distributions have been widely used for modeling observed situa-
tions whose various characteristics as reflected by the data differ from those that
would be anticipated under the simple component distribution. More general
families of distributions, well known as mixtures, are usually considered alterna-
tive models that offer more flexibility. These are superimpositions of simpler
component distributions depending on a parameter, itself being a random varia-
ble with some distribution. Mixed Poisson distributions, in particular, have been

widely used as claim frequency distributions.
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In probability theory, the mixture distribution A/has a density function:

fu ()= ;Wi fx, (t)
for the collection of random variables X;,iel c N and weighted by w, >0
and ) . W, =1. These mixed distributions are used in various disciplines and
aim to enrich the collection distribution to more parameters. The basic defini-
tions and properties of continuous random variables with their characteristics
that are often used in order to introduce the Mixed distribution presents in [1]
and [2]. A more general mixture is derived by Kadri and Halat [3], by proving
the existence of such mixture by w; € R, and maintaining »’ _ w =1. Kadri and
Amina provided many examples and applications for such new mixed distribu-
tions.

The Hypoexponential distribution with different parameters is one of the dis-
tributions considered to be a new mixed distribution. Recall that the probability
density function of this case S, ~ Hypoexp(a) where aeR] given by Smaili
et al. [4], as:

Fe ()

n
>0 1.1
>~ (L.1)

fsn (t) =

where X ~Exp(ai) and p_:H” {1—ﬁJ, i=12,---,n. They showed
a.

i j=Lj#i
j

that Zin:l%=1 having %GR. So this staple Hypoexp(c) to the family of
i .

the new defined mixed distributions.

Follow with the work of Kadri and Halat [3], a construction of “New Mixed
T-G Distribution” having 7'to be a new mixed distribution, like the Hypoexpo-
nential distribution, and G is function random variable of the parent distribu-
tion that exist in the summand of the PDF of 7] say X,. To illustrate, consider-
ing “7” the Hypoexponential distribution, with PDF presented in 1.1, G will be
any function g of the random variable X; ~ Exp(¢; ). The generated distribu-

tion will have an expression as:

n

fre (t) = zGij fg(Xi) (t)

i=1

Thus many distributions were generated as the Mixed Hypoexponential Wei-
bull distribution, Mixed Hypoexponential Frechet distribution, Mixed Hypoex-
ponential Pareto distribution, Mixed Hypoexponential Power distribution, Mixed
Hypoexponential Gumbel distribution, and Mixed Hypoexponential Extreme
Value distribution.

Also, we add the importance of generating this new distribution, that these newly
generated distributions preserve the nature of being also a mixed distribution. To
emphasize in deep the importance, we present it in the following Theorem.

Regarding this special form of pdf, we are able to generalize the cdf, the relia-

bility and hazard rate functions, mgf, and moment of each distribution having
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the Generalized Mixed Distribution that is stated in the following Theorem giv-
en by Kadri and Halat [3].
Theorem 1. Let N follow a new mixed distribution with pdf then
fy (t) = Ziel Afy, ('[) for some minor distribution X;. The cdf, the reliability,
hazard rate functions, mgf, and momeants, respectively are:

L (0= S AF, (0
Ry (t) = ZAin (t)

iel

o () S AT

2 AR (1)
Dy (1) =2 ALy (1)

SUSYCrY

We add to that the coefficients of these sum, A €R having the property that
Ziel A =1. It is important of determining a closed simple expression of this
coefficient to characterize the new mixed distribution N.

One of the important distributions which is one of the mixed distribution is the
Hypoexponential distribution which is considered to be the general case when the
parameters are not different. Referring to the work done by Kadri et al [4], if
S, ~ Hypoexp(a,k) where @eR and keN" having mzzin:lki the prob-
ability density function is given by

k

fsm (t):zzAj inj (t) (1.2)
i=1 j=1
where X; ~Erl(j,a;) and A; is the coefficients of the Hypoexponential dis-
tribution, where A; no need to be a positive real number. Thus we imply that:
n ki
F ()= Zl“z; AFx, (1)
i=l j=

n ki

Rs, (t)=2 A; inj (t)

- BT
a2 i1 ARx, (1)

©,, (1) -3 3 A, (1)
e[s.]-33 AE[x;]

with Zinzlz?:l A =1.
2. The New Mixed Generalized Erlang Distribution

The expression of the probability density function in (1.2) is a generalized mixed
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distribution, which opens a type of T-G family having T the general case of Hy-
poexponential distribution and G is a generated distribution from the minor
distribution where the PDF of the Hypoeponential distribution is formed refer-
ring to the expression (1.2) this is the Erlang distribution X; ~Erl(j,;). So
any function of the random variable of X; will be considered as the G. One of
these functions is the Generalized Erlang distribution.

Let X ~Erl(k,ar) be an Erlang distribution. Whereas, the transformation
1
G=X¢,c>1 follows the Generalized Erlang with parameters &, B, cthat can be

written as G ~ GErl(k, 8,c) where B°=a . The Generalized Erlang distribu-
tion is one of the important distributions used in several fields such as queuing
theory, telegraphic engineering and stochastic process. The Generalized Erlang
random variables has important application and it is well known referring to
queueing waiting time context in telecommunication traffic engineering and
others, see [5].

In the following proposition, we present the characteristics found for the Ge-
neralized Erlang, see [6].

Proposition 1. Ler G ~GErl(k,8,¢c), keZ, >0 and c>1. The expres-
sions of PDF, CDF, Moment of order I and MGF, is given as:

il
_Ce B t—1+ck

fo (t)—m

@, (t)=i(tﬂ)nr(k+2j

= nir(k)

where T'(a,z) is the upper incomplete Gamma function, see 7).

After adopting the general case of the Hypoexponential distribution with PDF
kI

fs, (t) = ZZ A; fxij (t)

n ki
i=1 j=1
1

and by taking G=G; = X

I]’

where X, ~Erl(j,¢;) then G;~GErl(j,z,c)
where S =¢;, ¢>1 we generate a new mixed distribution 4 named the New
Mixed Generalized Erlang distribution. Thus the PDF of A4 is:
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ki

L(D)=23Y, f () 2.1)

i=1 j=1

where B=(B.0, . B,)eR], k=(k.ky, - ,k,)eN", we denote where
p°=a,, c>1. We emphasize that A is a generalized mixed distribution and
according to the discussion done by Kadri and Halat [3], the distribution can be
easily characterized. Referring to Theorem 1, we conclude for our new distribu-
tion A~ NMGE (k,f,c), the cdf, reliability, hazard and mgf are:

Zinzlzl?:lYiJ' fGij (t)
Zinzlzl?:lYiJ' RGij (t)

h, (t):

®,(0- 33,00, (1)
e[#]-33El6)]

k:
and eventually, we have zin:lzj':lYij =1. Also we may see these expressions
more detailed when we insert the expressoin of the generalized Erlang distribu-

tion G; given in Proposition 1. Thus we lead to the following expressions:
t C
ki 7[ J t—1+q

D=2 gy

RA<t>=iiv.,M

i1 j=1 ! F(J)

,[L“
n ok, C8 ﬁj ™

TLT Yy F(FJ(J%J
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ot
o )
Fa(t)=1- Y, ———=
A( ) ;; 1) F( J)
We note out to characterize our new distribution the New Mixed Generalized
Erlang distribution, we are left by determining the coefficient Y, that appears
in the expressions. So we aim to find a method to compute Y; in order to find
the pdf, cdf, mgf, moment order / hazard rate function and reliability function.
Different approaches were proposed to determine these coefficients, like recursive

algorithms and other by solving a linear matrix equation, see [4] [5] [6] [7] [8].

3. The Matrix Form for Finding PDF of New Mixed
Generalized Erlang Distribution

The purpose of this section is to find a linear algebra approach method for find-

ing the coefficients Y. The method aims to determine m linear equations for
ki
Y; =1.

j=11
Next, we find the other m-1 linear equations for Y, . We start by the fol-

Y; - Our first equation is given in the previous section having ZLZ

lowing lemma.

Lemma 1. Let m>2, c>1, k=(k,k,,---,k,), and B=(B. LB 5.)>
where m=Y"" k . Then the u" derivative of the PDF of A~ NMGE (k,B,c)
at zero is given by

f:(o):{o ?fOsusom—Z
notzero ifu=cm-1

Proof. Starting from the definition of the Hypoexponential distribution
S, ~ Hypoexp(a,k) which is the sum independent Erlang distribution
E; ~ E(e;. k) which means that the PDF of S is the convolution of the PDF

of the E,. Thus:
fs (t)=fg * fg, % fe (1)

then the Laplace transform of fSn (t) is:

el wle-Tlel e o1
1

1+se;

. 1
and lim,. C{ fs (t)} is proportional to =—. Now, our new distribu-
" S

SZ?=1ki
1
tion A~NMGE(k,/,c) isa transform function of the random variable by E¢,

and we conclude that the behaviour of the Laplace transform of the PDF of A4 at
infinity is proportional to % or we may say L{f,(t)}~ x% . The proof of
S S

our result is done by induction. For u=0, and by Initial Value Theorem, we

have:

£4(07) =lim £, (t)= lim s£{f, (t)} = lim s(xs%jzo

S—>+00 S+
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Next step for u=1. We have L{f,((t)}:SL{f ()}—f ( ) { ()}
Again:

f4(0°) = im s£{£4(1)} = lim 21, (1)) = lim — =0

Next step for u=2.We have L{f,;’(t)}:SL{f,;(t)}—f,;(O*):S[Z{f,((t)}.
Again:

=0

cm-3

£2(07)=1im s { £, (t)} = lim °L{f, (t)} =5 lim

S—>+00 S—>+00 S—>+0 §

Then continuing in the same manner knowing that
L{ £l (t)} = SL{ £ (t)} — £ (O*) , till reaching the derivative u=cm-2,
we get:

cm-1

f (Cm 2) (0+> = sI—ILrnx SE{ Cm 3 ( )} = sl—iﬂ]oo Scmilﬁ{ fA (t)} - Ksl_i’rﬂo Scm - O
also we may conclude that:
f0(0) = lim s£{ 17 (1)} = lim s £{ 1, (t)} =x lim s

till reaching the derivative u=cm-1.

cm

(7 (0%) = Jim s£{ 1572 (1)} = lim s™£{ £, ()} =x lim >

S+ S+ s>+ gOM

=KX

O
In the next definition, we define the YARGHANN Matrix (GH), that is used
further to determine the vector Y = (Yij )mx1' The definition is related to fé:) (0),
the ¢/ derivative of the PDF of Generalized Erlang distribution
G; ~GErl(],5,c) at0. For simplicity, we write fe(:) (0) = fi‘(;}) (0).
Next, we find the expression of the u* derivative of fifzf) (0).
Proposition 2. Let G ~GErl(k,3,c), and | eN" . Then:

(-1) “c(cl -1)!
(E(0) = (k=11 -kt

0 if k>1

if 1<k <l

X

C
ce (ﬂj X—1+ck

Proof. We have the PDF of G ~GErl(k,A,c) is f; (X)zm. But

the series of ei(%] is ei[ﬁj =M ﬂ[ijm . Then:

Then:

(v) c(u) & (F1)  \emok(uey)
fe (x)= = ),E et
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for cn+ck—(u+1)=0, which cn+ck—(u+1)=0, or ¢(n+k)=u+1, and to
have all integers we must have cvu+1 andthus u+1=cl where

| =n+k <u+1. Therefore, for this case:

W ule(-1)"  ule(-1)
w0 (k=211 (k=1)L5" (1 - k)

However, the case cn+ck —(u+1)>0, fG(CIA)(O):O.In this case

cn+ck—cl>0 or n+k—-1>0 having n=0,12,---, gives 1-k<0. O
Definition 1. Let fif?) (0) be the u" derivative of the PDF of

G, ~GErl(],p,c) at0, where 1<i<n and 1< j<k;. We define the GH ma-

trix for k=(k, K, K,)» B=(B.B-.B,), u=cl—-1 for 1=1---m-1,

and m= ZI ki ofsize mxm as:

1-k

1 1 1 1
B0 - 570 - (0 - 50 (0)
B70) - f7(0) e £T(0) - £E(0)
GH = 3 3 5 : (3.1)
fl,cllil(o) flclill(o) fnc,llil(o) fnc,ll:nl(o)
ET0) e (T(0) e (AT (0) o 1AT(0)]

Next, the linear matrix equation for VY,

j is formed, having the GH matrix, its

coefficient matrix.

Theorem 2. Let f,(t)= Z. 12, ) (), where G GErI(J,ﬁ,,C), and
Y—(Y”) =1 J)/1<|<n1<1<k "and m-= le D k=(k k)
B = (ﬂl,ﬂz, B.)}. Then (GH)Y =] where ¢, =(1 0 - 0).

Proof. We have previously started with our first equation from the definition
of the mixed distribution that, ZI 12 .Y =1, the first linear equation for Y-
To find the other equations we take the PDF of, f ( ) Z. 121 - ( )
Then the u™ derivative of fA (t) is f ( )=>" 12, ) ( ). But from
Proposition 1, we have f (u ( ) 0, whenever OSuScm 2. We conclude
that f,ﬁu)( ) ZI 121 Y GJ ( ) 0 for 0<u<cm-2. To not considering
any trivial equation, we have from Proposition 2, féCH) (0)#0, when 1<k <I,
IGN*,sobytaking I=1---,m-1, we get u=c—1--,c(m-1)-2<cm-2. So
f (cl-1) ( )= ZI 12 Y; f C'_l ( )=0, 1=12,---m-1, and these will be the rest
m—1 equations. Thus we obtam m equations that are equivalent to the matrix
equation (GH )Y =€  where GHis the mxm GH matrix defined in Defini-
tionland ¢ =(1 0 --- 0). ]

Next, we illustrate in two special cases of this distribution two NMGE (k, 3,2)
and NMGE(k,f,3).

Corollary 1. Let A~ NMGE(k,f,2) and G, ~GErl(j,5.2), 1<i<n and
1< j<k and m :Zinzlki . where u=2r-1 for r=1.--,m-1,
B=(B.Bo ) k=(k.ky,--,K,). Then we define the GH matrix of size
mxm as:
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1 1 1 1
fl,'l (0) fl,,kl (0) fn,,l (0) o fn',kn (0)
WO -~ 10 - K1) - 11(0)
GH = : " : . : . :
W) o 1570 o 1570 o £57(0)
7(0) o £5T(0) e £57(0) e £1T0(0))

Moreover, finding the GH matrix in a simpler way, an expression of the u™ de-
rivative of PDF of Generalized Erlang Distribution is derived for c=2 as.

2(-1)"" (21 =)

P 0) =4 (j-1)1(1- )18
0 if j>I

if j<I

where 1=1,2,---,m—-1.

Corollary 2. Let G; ~GErl(},5,3), m=>2, 1<i<n, 1< j<k and
m=Y"k where u=3r-1, for r=1---,m-1 and B=(B,B, . B,) and
k=(Kk;, Ky, -+, K, ). Then we define the GH matrix as.

1 1 1 1 ]
fl,ﬂl(o) fl,”kl (0) fn'fl(O) fn','kn (0)
W) o £ o 70 - £2(0)
GH = : . : . : . :
W) o £ e £5T(0) o £57(0)
7 0) o AETN(0) o £7Y(0) e £5(0))

Moreover for finding GH in a simpler way, an expression of the ™ derivative
of PDF Generalized Erlang Distribution is derived for ¢=3 as:

(1) c(3r-1)!

157 (0)= 157 (0) = (T—Di(r - )14

0 if j>r

if j<r

4. Application

In this section, we illustrate an example of our method in finding the PDF of the
Generalized Erlang Distribution using the GH Matrix.

We suppose that A~ NMGE(k, 8,c),and G; ~GErl(}j,5,.c),for c>1,
B=(B.Bs.pB,) and k=(k,k,,---,k,), m=>k . Then the PDF of A is
fa (t) = Zinlel;i:lYiJ fGij (t) where Y = (GH )71 'elT :

Example 1. We consider the distribution A~ NMGE (k,8,2), with
B =(\/§,\/Z,\/§) and let k=(2,31), then m= Zis:lki =6. Then the PDF of A

is Fu() =20 2 Vi Te, (1) where Y = (Y, Y0 Y Vo Vog. Yy ) - We have:
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X

B Ze{EJZ L2

2

2 £ 2 v
fGij (t) —W 5 t[l(i‘l] qu (t) =§e 3t 5 fGlZ (t) :ge 8 ts >
e L2 L e @
3 5
fGn(t):Ee 4t, szz (t)zge 4t s me (t)zae 4t s fGM(t):ge 5t
To find the entries of the GH matrix we must use Corollary 1 to get GH as
follows:
1 1 1 1 1 1
f1(0) £2(0) fu.(0) f5.(0) f(0) £.(0)
on 80 £5(0) £7(0) £7(0) £3(0) £7(0)
B7(0) £5(0) £(0) £3(0) £3(0) £7(0)
f(0) £2(0) £1(0) £7(0) £3(0) £7(0)
7(0) £5(0) £7(0) £7(0) £3(0) £7(0)]
and by Corollary 1,
() 2(2r-1r
= - - T if 1< ] <r
5 (0) =1 (i-DY(r— )17
0 if j>r

for r=1,2,3,45=m-1,
For r=1,if 1<j<r, j=1, we conclude that.

2 .
—, if j=1
f9(0) f (x)=4 87
0, else
andfor r=2,if 1< j<r, j=12, then:
—1—%, if j=1
(2 _
fi,j (0)_ 1_%7 if j=2
0, else
andfor r=3,if 1< j<r, j=12,3, them
£2, if j=1
25
240 .
—, ifj=2
fi,(?)(o)_ 'BIG
ey
0, else

andfor r=4,if 1<j<r, j=12,3, then:
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——1;880, if j=1
5040 ., .
—-—, if j=2
fi,(?)(o)z ﬂis
—5220, if j=3
0, else
and for r=5,if 1< j<r, j=12,3, them
3(;21?0, if j=1
120960 .. .
5 - 5 If j=2
fi,(j)(o)= nl
181140, it j=3
0, else
then we get:
1 1 1 1 1 1 ]
g 0 1 0 0 E
3 2 5
4 4 3 3 4 12
3 3 4 4 25
GH=| 40 80 15 15 15
9 9 8 4 8 25
27 9 16 16 16 125
1120 _4480 Wj _% 2835 6048
L 9 9 32 8 16 625 |

then the inverse of (GH) is given by:

[ 2349 23247 121743 118557 57213 _%_
4 4 16 40 140 14
8, 4293 43 207 9
2 8 20 10 7
-1408 13376 16864 95216 29696 E
64 _736 3248 1384 2384 64
3 3 35 21
64 608 2288 4264 1312 g
3 15 35 21
3125 28125 134375 71875 10625 625
L 4 4 16 24 28 42 |

By applying the Theorem 2, Y =(GH )71~e1T, where elz(]_ 0 --- ()) .
Next,
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[ 2349 |
81

Y =(GH )’1.e1T —=| -1408 |
64
64
3125

4

2349 81
Then we get Yy, = Yo, =7 Y,, =—-1408, Y,, =64, Y,, =—64,

3125
Yy = 7
We insure that the sum of entries of Y is given by
Y+ Y + Yo +Y,, + Y, + Y, =1 as we introduced before.
Finally, the PDF of A (Figure 1) that follows New Mixed Generalized Distri-

bution is.

2 2 2 2 2
=—e St+9e 3t°—704e “t+8e 4t —e 4t5+7e 5

where the CDF of A (Figure 2) that follows New Mixed Generalized Erlang dis-

tribution is:

nok
Fa (t):le_ 1Yij Fa, (1)
i=1 j=
3125 £ 27 & .
e A (93+2t2)+2e 4 (704+t4)
4 4

However the Reliability of A (Figure 3) that follows New Mixed Generalized Er-

lang distribution is:

=1

o

<
5

| B

o e
N w
——————————

Probability Density Function

o
N
T

1 1 PR | ddedeb————>

2 4 6 8 10 12 14 X

Figure 1. PDF of A~ NMGE(k,8,2).
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<
[
»

-
o
T

o
o
——

° :
~
————

Cumulative Distribution Function
o
[e)]
T

=
o
e

Reliabily Function

10 12 14 x
Figure 2. CDF of A~ NMGE(k,$,2).
2 4 6 10 12 14 x

Figure 3. Reliability of A~ NMGE(k,S,2).

Figure 4. Hazard of A~ NMGE(k,S,2).
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ki

Ru(1)= igv.,RG (v

i=1 j=1

1125 27 -
=""e
4

2

(93+ 2t? ) 2 ¢ (704+t4)

But the hazard rate function of A (Figure 4) is:

7[ t jct—lﬂ?j

Z—lz j=1 i ﬂq( )
hA(t)_ c
t
F(J’ﬁj
n k;
TNy N P
Zl—lz =11 F(J)
783 L ¢ e e 625
“%%e 3t+0e 3t°—704e 4t+8e ‘it —e 404> t
T 315 © g7 © ¢
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While the moment generating function of A is.
D, (t)= ZZY., , (0
i=1 j=1
. 2349r(1+2j 81(\/§)BF(2+QJ L
=§m y + > ~1408(V/4) r(1+5j
3125(@)"r(1+”}

Finally, the moment of order n of A is.

E[A"]:Zn:kziYijE[G;]

i=1 j=1

23;19 (321(1+1) (1+g—1j] +%[322(2+1) (2 +%‘1j]

—1408(421(1+1)--~(1+%—1JJ+ 64(4;2(2 +1)---(2 +g—1n

—64(423(3+1)---(3+%1}}%25(521(1“) (1+2—1JJ

5. Conclusion

A modified form of pdf, cdf, mgf, reliability function, hazard function and mo-
ments for the New Mixed Generalized Erlang distribution were established. The
proof has been done by writing the PDF of the New Mixed Generalized Erlang
distribution as a linear combination of the PDF of the Generalized Erlang dis-

tribution. Eventually, we are concerned about finding Y; whenever you find it
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that’s an open problem may be discussed in the coming article.
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