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Abstract 
In this paper, we study the second-order nonlinear differential systems of Lié-

nard-type 
( ) ( ) ( )1x h y F x

a x
 = −  , ( ) ( )y a x g x= − . Necessary and suffi-

cient conditions to ensure that all nontrivial solutions are oscillatory are es-
tablished by using a new nonlinear integral inequality. Our results substan-
tially extend and improve previous results known in the literature. 
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1. Introduction 

This paper is concerned with the oscillations of solutions of a generalized Liénard 
system of the type  

( ) ( ) ( )

( ) ( )

d 1 ,
d
d .
d

x h y F x
t a x
y a x g x
t

= −  

= −

                  (1) 

The system (1) has in recent years been the object of intensive studies with par-
ticular emphasis on the asymptotic behavior of solutions (see [1] [2]), because it 
can be considered as a natural generalization of the Liénard system  

( )

( )

d ,
d
d .
d

x y F x
t
y g x
t

= −

= −
                         (2) 
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As the system (2) appears in many mathematical models in physics, engineering, 
chemistry, biology, economics, etc., it naturally has been studied by a number of 
authors; many results can be found e.g. in the books [3]-[9], and the references 
cited therein. 

It is well known that system (1) is of great importance in various applications, 
many other systems can be transformed into this form. Hence, qualitative and 
asymptotic behavior of this system and some of its extensions have been widely 
studied by many authors. To study the oscillation of solutions of (1), as discussed 
in some recent papers (see [10]-[17]) with ( ) 1a x = , for the right half plane, a 
significant point is to find conditions ensuring that all positive orbits ( )Pγ +  
(where ( )0,P p=  with 0p > ) intersect the characteristic curve ( ) ( )h y F x=  
and then cross the negative y-axis; this property of ( )Pγ +  plays an important 
role in the analysis of oscillation, asymptotic stability and boundedness conditions 
of (1). There have been many works in this direction, in which sufficient condi-
tions to obtain the above mentioned property of ( )Pγ +  were given. For example, 
see [18]-[26], no solution of (1) with ( )h y y=  and ( ) 1a x =  approaches the 
origin directly in the right half plane (i.e., in a nonoscillatory way) if one of the  
following conditions is satisfied (in the following, ( ) ( ):f x F x′=  if ( )F x  is 

continuously differentiable, ( ) ( )
0

: d
x

G x g s s= ∫ ):  

1) (McHarg [22]) ( ) 0f x >  for 0x >  and there exist 0k >  and 0a >  
such that  

( ) ( ) for 0 .f x kg x x a< < <  

2) (Wendel [25]) There exist 0k >  and 0a >  such that  

( ) ( )0 for 0 .f x kg x x a< < < <  

3) (Nemyckii and Stepanov [23]) There exist 
1
4

α >  and 0a >  such that  

 ( ) ( ) ( ) ( )0, for 0 .f x f x F x g x x aα> ≤ < <  

4) (Filippov [18]) There exist 0 8β< <  and 0a >  such that  

( ) ( )2 for 0 .F x G x x aβ≤ < <  

5) (Opial [24]) There exist 
1
4

α >  and 0a >  such that  

( ) ( )
( )0

d for 0 .
x g u

F x u x a
F u

α ≤ < <∫  

6) (Hara and Yoneyama [20], Hara, Yoneyama and Sugie [21], Sugie [27]) If 
one of the following conditions holds:  

i) there exists a positive sequence { }nx  such that 0nx →  as n →∞  and 
( ) 0nF x ≤  for 1n ≥ ; 

ii) There exist 
1
4

α >  and 0a >  such that  
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( ) ( )
( )
( )0

10, d for 0 .
x g u

F x u x a
F x F u

α> ≥ < <∫  

7) (Yu and Zhang [9]) There exist 0a > , 1 0k >  and 2 0k <  such that  

( )
( )2 1 for 0 .

f x
k k x a

g x
≤ ≤ < <  

Our investigation in this paper shows that condition (6) is really weaker than 
condition (4) (see Remark 3.2 in this paper). The problem concerning the oscilla-
tion of solutions of (1) with ( ) 1a x =  has been studied by some authors (see, for 
example [12] [16] and the references cited therein). Li and Tang [12] discussed 
the oscillation of solutions of (1) with ( ) 1a x =  requiring the existence of ( )h y′′  
and ( )0 0h′ > , Yan and Jiang [16] proved that the solutions of (1) with ( ) 1a x =  
are oscillatory under the condition ( )0 0h′ > , but the problem of what happens 
when ( )0 0h′ =  or ( )0h′ = ∞  is left. In the present paper, no restrictions on the 
differentiability of ( )h y  are required, we give necessary and sufficient condi-
tions that all nontrivial solutions of (1) are oscillatory, our theorem can be applied  
to system (1.1) even for ( )0 0h′ = , ( )0h′ = ∞  and ( )lim sgn

x
F x x

→∞
= −∞ . Our  

results substantially extend and improve some results known in the literature. 
The technical tool of this paper is based on a new nonlinear integral inequality 

and a phase plane analysis. Also the methods for Liénard-type systems, especially 
those developed by Villari and Zanolin [14], Hara and Sugie [11], and Sugie and 
Hara [13] will be applied in our paper 

The organization of this paper is as follows. In Section 2 we agree on some nota-
tion, present assumptions and some lemmas which will be essential to our proofs. 
In Section 3 we give sufficient and necessary conditions for the oscillation of all so-
lutions of (1). Some examples illustrating the results are also given in this paper. 

2. Notation and Preliminaries 

We consider the generalized Liénard system  

( ) ( ) ( )

( ) ( )

d 1 ,
d
d .
d

x h y F x
t a x
y a x g x
t

= −  

= −

                  (3) 

where ( )F x , ( )g x , ( )a x  and ( )h y  are continuous real functions defined 
on R  satisfying: 

(A0) ( )0 0F = , ( ) 0a x >  for x∈R , ( ) 0xg x >  for 0x ≠ ; 
(A1) ( ) 0yh y >  for 0y ≠ , ( )h y  is strictly increasing and ( )h ±∞ = ±∞ . 
These assumptions guarantee that the origin is the only critical point of (3). We 

also assume that the initial value problem always has a unique solution. 
We call the curve ( ) ( )h y F x=  the characteristic curve of system (3). We 

write ( )Pγ +  (resp., ( )Pγ − ) the positive (resp., negative) semiorbit of (3) start-
ing at a point 2P∈R . For the sake of convenience, we denote  
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( ) ( ) ( ){ } ( ) ( ) ( ){ }
( ) ( ) ( ){ } ( ) ( ) ( ){ }

1 2

3 4

, : 0, , , : 0, ,

, : 0, , , : 0, .

D x y x h y F x D x y x h y F x

D x y x h y F x D x y x h y F x

= ≥ > = > ≤

= ≤ < = < ≥
 

( ) ( ){ } ( ) ( ){ }
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )1 12 2

0 0

max 0, , max 0, ,

1 d , 1 d .
x x

F x F x F x F x

x a s g s F s s x a s g s F s s

+ −

− −

+ + − −

= = −

Γ = + Γ = +∫ ∫
 

( ){ } ( ){ }
( ) ( ) ( ){ } ( ) ( ) ( ){ }

( ) ( ) ( )2
0

0, : 0 , 0, : 0 ,

, : 0, , , : 0,

d .
x

Y y y Y y y

C x y x h y F x C x y x h y F x

G x a s g s s

+ −

+ −

= > = <

= > = = < =

= ∫

 

Then by (A0), ( )G x  is strictly increasing, and therefore, the inverse function 
( )1G w−  of ( )w G x=  exists. 

Lemma 2.1 Let ( ) ( ),Y x xψ  be positive continuous functions in 0 a x b< ≤ ≤  
and let ( )uω  be a positive increasing continuous function for 0u > , and let  

( ) ( )0

du tu
tω+Ω = ∫  exists for 0u >  with ( )0 0Ω = . Then for 0λ >  the inequal-

ity  

( ) ( ) ( )( )d for
x

a
Y x t Y t t a x bλ ψ ω≥ ≤ ≤∫             (4) 

implies the inequality  

( )( ) ( )d for .
x

a
Y x t t a x bλ ψΩ ≥ ≤ ≤∫               (5) 

Proof. Define  

( ) ( ) ( )( )d for .
x

a
V x t Y t t a x bλ ψ ω= ≤ ≤∫             (6) 

Then (4) can be restated as ( ) ( )Y x V x≥ . Because ( )uω  is increasing, this 
may be rewritten as follows  

( )( ) ( )( )
( )
( )( ) ( )

,Y x V x

V x
x

V x

ω ω

λψ
ω

≥

′
≥

 

for a x b< ≤ . By making use of the notation ( )uΩ , we have  

( )( ) ( )
d

for .
d
V x

x a x b
x

λψ
Ω

≥ < ≤                 (7) 

Now, integrating from a to x, we get by (7),  

( )( ) ( )( ) ( )d .
x

a
V x V a t tλ ψΩ −Ω ≥ ∫  

Since ( ) 0V a = , it follows that  

( )( ) ( )d for .
x

a
V x t t a x bλ ψΩ ≥ ≤ ≤∫               (8) 

Because ( ) ( )Y x V x≥  for a x b≤ ≤ , and ( )uΩ  is increasing, we obtain by 
(8),  

( )( ) ( )d for .
x

a
Y x t t a x bλ ψΩ ≥ ≤ ≤∫  

This completes the proof. 
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3. Conditions of Oscillation 

In this section, we give our main result about necessary and sufficient conditions 
for the oscillation of solutions of (1). We assume that all solutions of (1) can be 
continued in the forward direction up to t = ∞ . A solution ( ) ( )( ),x t y t  of (1) 
is oscillatory if there are two sequences { }nt  and { }nτ  tending monotonically 
to ∞  such that ( ) 0nx t =  and ( ) 0ny τ =  for every 1n ≥ . 

We say that (1) satisfies the assumption (A2) if both ( 2A+ ) and ( 2A− ) hold. 
The system (1) is said to satisfy ( 2A+ ) if one of the following conditions holds: 
( 2A+ )1 There exists a positive decreasing sequence { }nx  such that 0nx →  as 

n →∞ , and ( ) 0nF x ≤  for 1n ≥ ; 

( 2A+ )2 There exist constants 
1
4

α >  and 1 0δ >  such that  

( ) 10 for 0 ,F x x δ> < ≤  

and for any fixed real number 1k ≥ ,  

 ( )
( ) ( )( )1

0

1d for 0 1,
x g s

s h k F x x
F s k

α+
−≥ <∫ 

 

where ( )1h u−  is the inverse function of ( )u h y= , and the notation 0 1x<   
denotes x sufficiently small.  

The system (1) is said to satisfy ( 2A− ) if one of the following conditions holds: 
( 2A− )1 There exists a negative decreasing sequence { }nx  such that 0nx →  as 

n →∞ , and ( ) 0nF x ≥  for 1n ≥ ; 

( 2A− )2 There exist constants 
1
4

α >  and 2 0δ >  such that  

( ) 20 for 0 ,F x x δ< < − ≤  

and for any fixed real number 1k ≥ ,  

( )
( ) ( )( )1

0

1d for 0 1.
x g s

s h k F x x
F s k

α−
−≤ < −∫ 

 

Lemma 3.1 Suppose that the conditions (A0), (A1), and ( 2A+ ) hold. Then for 
any ( )0 0,P x y C+= ∈ , the positive semiorbit ( )Pγ +  intersects the negative y-
axis.  

Proof. Let ( )0 0,P x y C+= ∈  and ( ) ( )( ),x t y t  be the solution of (3) with 
( ) 00x x= , ( ) 00y y= . By the uniqueness of the solutions of (3), we only have to 

show that every orbit ( )Pγ +  of (3) passing through ( )0 0,P x y= ( )00 1x<    
intersect Y −  at ( )0, BB y  with 0By < . Since ( )lim

y
h y

→−∞
= −∞ , the system (3)  

has no vertical asymptote in the fourth quadrant. Therefore, ( )Pγ +  must inter-
sect the y-axis at ( )0, BB y  with 0By ≤ . We still have to show that 0By ≠ . We 
do this separately for the different cases of (A2). 

Case (A2)1: It is obvious in this case. 
Case (A2)2: It follows from (A0) that the orbit ( )Pγ +  of (3) does not touch the 

characteristic curve at any point ( )( )( )1,x h F x−  with 00 x x≤ < . Thus, we con-
sider only the region ( ) ( ) ( ){ }, : 0,x y x h y F x> < . 
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If ( ) 0F x <  for 00 x x< ≤ , it is clear that 0By < . Suppose that ( ) 0F x >  
for 00 x x< ≤  and that the conclusion does not hold. Then there exists a point 
P C+∈  such that ( )Pγ +  does not intersect Y − . Let ( ) ( )( ),x t y t ( )0 t≤ < ∞  
denote the solution of (3) which passes through such a point P. Then ( )Pγ +  
must be contained in the first quadrant, and ( )x t  decreases and ( )y t  de-
creases as t is increasing. Since the origin is the unique equilibrium of (3),  

( ) ( )lim lim 0
t t

x t y t
→∞ →∞

= = . The solution ( ) ( )( ),x t y t  defines a function ( )y y x=  

on 00 x x≤ ≤ , which is a solution on 00 x x< <  of the following equation  

( ) ( )
( ) ( )

2d .
d

a x g xy
x h y F x
= −

−
                      (9) 

It follows from ( )0
lim 0

x
y x+→

=  that ( ) 0y x >  for 00 x x< ≤ . By assump-

tion (A2)2, there exist 
1
4

α >  and ( )1 00,x x∈  such that ( ) 0F x >  for  

10 x x< ≤ , and  

( ) ( )
( ) ( )( )

2
1

10
d for 0 .

x a s g s
s h F x x x

F s
α+

−≥ < ≤∫           (10) 

Now, we restrict our attention to the interval ( ]10, x . Putting  

( ) ( )1 0
d

u
H u h y y= ∫ , we have by (9), for any 0 1ε<  ,  

( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( )

( )( ) ( ) ( )
( )

( ) ( )( ) ( ) ( )
( )

2

1 1 1

2

2
1

1 1

d

d

d

x

x

x

a s g s
H y x H y H y s s

F s h y s

a s g s
h y s s

F s

a s g s
h H H y s s

F s

ε

ε

ε

ε

−

′− =
−

≥

=

∫

∫

∫ 

 

for 1x xε ≤ ≤ . Hence  

( )( ) ( ) ( )( ) ( ) ( )
( )

2
1

1 1 1 d
x a s g s

H y x h H H y s s
F sε

−≥ ∫   

for 1x xε ≤ ≤ . It follows from Lemma 2.1 that  

( )( )( ) ( ) ( )
( )

2

2 1 1d for ,
x a s g s

H H y x s x x
F sε

ε≥ ≤ ≤∫           (11) 

where ( ) ( )( )2 10
1

du tH u
h H t+ −

= ∫


. Changing variables ( )1
1H t τ− = , it is easy to see 

that ( ) ( )1
2 1H u H u−= . By (11), we have  

( ) ( ) ( )
( )

2

1d for .
x a s g s

y x s x x
F sε

ε≥ ≤ ≤∫                (12) 

(i) If 
( ) ( )
( )

1
2

0
d

x a s g s
s

F s+ = ∞∫ , we reach a contradiction by (12). 
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(ii) If 
( ) ( )
( )

1
2

0
d

x a s g s
s

F s+ < ∞∫ , we see from (12) that  

( ) ( ) ( )
( )

2

10
d for 0 .

x a s g s
y x s x x

F s+≥ < ≤∫              (13) 

By virtue of (10) and (13), we have ( ) ( )( )1y x h F xα−≥  for 10 x x< ≤ . Be-
cause ( )h y  is strictly increasing, we obtain ( )( ) ( )h y x F xα≥  for 10 x x< ≤ .  
Since ( )y y x=  is under the characteristic curve ( ) ( )h y F x= , we have 
1 1
4

α< < . Let 1 1α α= − , then we get that ( ) ( )( ) ( )1F x h y x F xα− ≤  for 

10 x x< ≤ . In a similar way, for any 0 1ε<  , we have  

( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( )

( )( ) ( ) ( )
( )

2

1 1

2

1

d

1 d

x

x

a s g s
H y x H y h y s s

F s h y s

a s g s
h y s s

F s

ε

ε

ε

α

− =
−

≥

∫

∫
 

for 1x xε ≤ ≤ . Therefore  

( )( ) ( )( ) ( ) ( )
( )

( ) ( )( ) ( ) ( )
( )

2

1
1

2
1

1 1
1

1 d

1 d

x

x

a s g s
H y x h y s s

F s

a s g s
h H H y s s

F s

ε

ε

α

α
−

≥

=

∫

∫ 

 

for 1x xε ≤ ≤ . By Lemma 2.1, we have  

( )( )( ) ( ) ( )
( )

2

2 1
1

1 d ,
x a s g s

H H y x s
F sεα

≥ ∫  

( ) ( ) ( )
( )

2

1

1 d
x a s g s

y x s
F sεα

≥ ∫  

for 1x xε ≤ ≤ . Hence  

( ) ( ) ( )
( )

2

0
1

1 d
x a s g s

y x s
F sα +≥ ∫                     (14) 

for 1x xε ≤ ≤ . By assumption (A2)2, there exists ( )2 10,x x∈  such that  

( ) ( )
( ) ( )

2
1

10
1

d
x a s g s

s h F x
F s

αα
α+

−  
≥  

 
∫                (15) 

for 20 x x< ≤ . By virtue of (14) and (15), we have ( ) ( )1

1

y x h F xα
α

−  
≥  

 
 for 

20 x x< ≤ . Because ( )h y  is strictly increasing, we get ( )( ) ( )
1

h y x F xα
α

≥  for 

20 x x< ≤ . Thus, ( ) ( )( ) ( )2F x h y x F xα− ≤  with 2
1

1 αα
α

= − . Repeating this 

procedure, we obtain two sequences { }nx  and { }nα  such that 
1

1n
n

αα
α −

= −   
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and ( ) ( )( ) ( )nF x h y x F xα− ≤  for 0 nx x< ≤ . If 0nα ≤ , we have a contradic-
tion. Suppose 0nα > ( )1,2,n =  , then  

( )( )
2

1
11 0
2n n n n n nα α α α α α α−

 − − = − + − < − − ≤ 
 

, { }nα  is decreasing, and 

hence { }nα  converges to some real number λ . On the other hand, 1 αλ
λ

= −  

and 
1
4

α >  show that λ  is a complex number, which is a contradiction. This 

completes the proof. 
By a similar argument, we have the following lemma in the left half plane. 
Lemma 3.2 Suppose that the conditions (A0), (A1), and ( 2A− ) hold. Then for 

any ( )0 0,P x y C−= ∈ , the positive semiorbit ( )Pγ +  intersects the positive y-
axis.  

Remark 3.1. If ( )h y y≡ , then condition ( 2A+ )2 is condition (ii) of (6) in Sec-
tion 1 (cf. [20] [21] [27]). 

Remark 3.2. By the above discussion, condition (A2) is a generalization of con-
dition (A3) in [1], condition (A10) in [15], condition (A2) in [16], and condition 
(C) in [12]. 

The final assumptions presented here are to guarantee that all positive orbits 
( )Pγ +  for 1D∈  (resp., 3P D∈ ) intersect C+  (resp., C− ). 

We say (1) satisfies the assumption (A3) if both ( 3A+ ) and ( 3A− ) hold. 
The system (1) is said to satisfy ( 3A+ ) if one of the following conditions holds: 
( 3A+ )1 ( )lim

x
F x

→∞
≠ −∞ ; 

( 3A+ )2 ( )lim
x

F x
→∞

= −∞ , and there exist 
1
4

β >  and 1 0N >  such that 

( ) 0F x <  for 1x N≥ , and for any fixed 1k ≥  and 1b N≥ , there exists b b>  
satisfying  

( )
( ) ( )( )11d for .

x

b

g s
s h k F x x b

F s k
β−≤ ≥∫  

The system (1) is said to satisfy ( 3A− ) if one of the following conditions hold: 
( 3A− )1 ( )lim

x
F x

→−∞
≠ ∞ ; 

( 3A− )2 ( )lim
x

F x
→−∞

= ∞ , and there exist 
1
4

β >  and 1 0N >  such that 

( ) 0F x >  for 1x N≥ − , and for any fixed 1k ≥  and 1b N≥ , there exist b b>  
satisfying  

( )
( ) ( )( )11d for .

x

b

g s
s h k F x x b

F s k
β−

−
≥ ≤ −∫  

Lemma 3.3 Suppose that the conditions (A0), (A1), and ( 3A+ ) hold. Then every 
positive semiorbit of (1) departing from 1D  intersects the characteristic curve 
C+  if and only if  

( )
( )0

lim d
1

x

x

g s
s

F s→∞
−

= ∞
+∫  or ( )lim

x
F x

→∞
= ∞ ,             (16) 
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where ( ) ( ){ }= max 0,F x F x− − .  

Proof. Sufficiency. Suppose the conclusion is false. Then there is a point 
( )0 0 1,P x y D= ∈  such that ( )Pγ +  does not intersect C+ . Let ( ) ( )( ),x t y t

( )0t ≥  be the solution of (3) passing through such a point P whose maximal ex-
istence interval is [ )0,ω+ . Note that ( ) 0x t′ >  and ( ) 0y t′ <  in the region 1D , 
hence ( )x t  is increasing and ( )y t  is decreasing as t is increasing. Suppose that 
( )x t  is bounded, then ( ) ( )( ),x t y t  stays in the region ( ){ 1, : 0x y x K< < , and 
( ) ( )}h y F x>  for some 1 0K > . Hence it must intersect the characteristic curve, 

which is a contradiction. Therefore ( )x t →∞  as t ω+→ . 
Case 1: Suppose ( )lim

x
F x

→∞
= ∞ , that is, there exists a sequence { }nx  such that 

nx →∞ ( )n →∞  and ( )lim nn
F x

→∞
= ∞ , then ( ) ( )( ),x t y t  must intersect the 

characteristic curve, which is a contradiction. 

Case 2: Suppose 
( ) ( )

( )

2

0
d

1
a x g x

x
F x

∞

−

= ∞
+∫ , then  

( ) ( )( ) ( )( )
( )( ) ( )( )

( )( ) ( )( ) ( )

( ) ( ) ( )
( )( ) ( )

( ) ( ) ( )
( ) ( )

0

0

0 0
2

0

2

2

0

d

d

d

d

t

t

x t

x

x t

x

y t y a x s g x s s

a x s g x s
x s s

h y s F x s

a g
h y s F

a g
h y F

ξ ξ
ξ

ξ

ξ ξ
ξ

ξ−

− = −

= −
−

= −
−

≤ − → −∞
+

∫

∫

∫

∫



 

as t ω+→ . Then the orbit of the above solution can be considered as a function 
( )y x  which is a solution of the equation (4), and ( )y x →−∞  as x →∞ . 
Case ( 3A+ )1: There exist 0c >  and a sequence { }nx  such that nx →∞

( )n →∞ , and ( )nF x c≥ − , hence ( ) ( )( ),x t y t  must intersect the characteristic 
curve, which is a contradiction. 

Case ( 3A+ )2: There exists 1b N>  such that ( ) 0F x <  and ( ) 0y x <  for 

x b≥ . Since ( )y x  is a solution of (4), putting ( ) ( )3 0
d

u
H u h y y= ∫  for 0u ≤ , 

we have  

( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( )

( )( ) ( ) ( )
( )

( ) ( )( ) ( ) ( )
( )

2

3 3 3

2

2
1

3 3

d

d

d

x

b

x

b

x

b

a s g s
H y x H y b H y s s

F s h y s

a s g s
h y s s

F s

a s g s
h H H y s s

F s
−

′− =
−

≥

=

∫

∫

∫ 

 

for x b≥ . Hence  

( )( ) ( ) ( )( ) ( ) ( )
( )

2
1

3 3 3 d
x

b

a s g s
H y x h H H y s s

F s
−≥ −

−∫   

for x b≥ . It follows from Lemma 2.1 that  
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( )( )( ) ( ) ( )
( )

2

4 3 d for ,
x

b

a s g s
H H y x s x b

F s
≥ ≥

−∫             (17) 

where ( ) ( )( )4 10
3

du tH u
h H t+ −

=
−∫


. Changing variable ( )1
3H t τ− = , then  

( ) ( )1
4 3H u H u−= − , by (17), it is easy to see that  

( ) ( ) ( )
( )

2

d for .
x

b

a s g s
y x s x b

F s
≤ ≥∫                (18) 

From the assumption ( 3A+ )2, there exist 
1
4

β >  and 1b b>  such that  

( ) ( )
( ) ( )( )

2
1

1d for .
x

b

a s g s
s h F x x b

F s
β−≤ ≥∫              (19) 

By virtue of (18) and (19), we have ( ) ( )( )1y x h F xβ−≤  for 1x b≥ . Because 
( )h y  is strictly increasing, we obtain ( )( ) ( )h y x F xβ≤  for 1x b≥ . Hence 
( ) ( )( ) ( )1F x h y x F xβ− ≥  for 1x b≥ , where 1 1β β= − . By a similar argument, 

we have  

( )( ) ( )( ) ( )( ) ( ) ( )
( ) ( )( )

( )( ) ( ) ( )
( )

( ) ( )( ) ( ) ( )
( )

1

1

1

2

3 3 1

2

1

2
1

3 3
1

d

1 d

1 d

x

b

x

b

x

b

a s g s
H y x H y b h y s s

F s h y s

a s g s
h y s s

F s

a s g s
h H H y s s

F s

β

β
−

− =
−

≥

=

∫

∫

∫ 

 

for 1x b≥ . Hence  

( )( ) ( ) ( )( ) ( ) ( )
( )1

2
1

3 3 3
1

1 d
x

b

a s g s
H y x h H H y s s

F sβ
−≥ −

−∫   

for 1x b≥ . By Lemma 2.1, it can be shown that  

( )( )( ) ( ) ( )
( )1

2

4 3
1

1 d ,
x

b

a s g s
H H y x s

F sβ
≥

−∫  

( ) ( ) ( )
( )1

2

1

1 d
x

b

a s g s
y x s

F sβ
≤ ∫                    (20) 

for 1x b≥ . From the assumption ( 5A+ )2, there exists 2 1b b>  such that  

( ) ( )
( ) ( )

1

2
1

1 2
1

d for .
x

b

a s g s
s h F x x b

F s
ββ
β

−  
≤ ≥ 

 
∫               (21) 

By virtue of (20) and (21), we have ( ) ( )1

1

y x h F xβ
β

−  
≤  

 
 for 2x b≥ . Thus 

( ) ( )( ) ( )2F x h y x F xβ− ≥  for 2x b≥ , where 2
1

1 ββ
β

= − . Repeating this proce-

dure, we obtain two sequences { }nb  and { }nβ  such that 
1

1n
n

ββ
β −

= −  and 
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( ) ( )( ) ( )nF x h y x F xβ− ≥  for nx b≥ . If 0nβ > ( )1,2,n =  , then { }nβ  is de-

creasing, and { }nβ  converges to some real number λ , on the other hand 

1 βλ
λ

= −  and 
1
4

β >  show that λ  is a complex number, which is a contradic-

tion. Hence, 0nβ ≤  for some n, that is ( ) ( )( )F x h y x≥  for all nx b≥ , a con-

tradiction. This completes the proof of sufficiency. 
Necessity. Suppose (16) does not hold. Then there exist 1 0M >  and 0L >  such 

that ( ) 1F x M<  for 0x ≥  and 
( ) ( )

( )

2

d 1
1L

a x g x
x

F x
∞

−

<
+∫ . Suppose ( ) ( )( ),x t y t  is 

a solution of (3), and ( ) ( )( ) ( )1 00 , 0 , 1x y L M M P= + + =  where 0 0M >  satis-

fying ( )1 0 1 1h M M M+ ≥ + . 

We will show that ( ) 1 0y t M M> +  for 0t > . Suppose not. There exists 

1 0t >  such that ( )1 1 0y t M M= +  and ( )1 0 1 0 1M M y t M M+ < ≤ + +  for all 
[ )10,t t∈ , and we have  

( )
( )( ) ( )( )

( )( ) ( )( ) ( )

( ) ( ) ( )
( )

1

1

2

1 1 0 0

2

1 0 1 0

1 d

1 d .
1

t

x t

L

a x s g x s
y t M M x s s

h y s F x s

a g
M M M M

F
ξ ξ

ξ
ξ−

= + + −
−

≥ + + − > +
+

∫

∫



 

This is a contradiction. Hence, ( ) ( )( ) ( )( ) ( )( )1 1x t h y t F x t M F x t= − > + − >   

for all 0t ≥ . Thus the solution ( ) ( )( ),x t y t  is unbounded and ( )Pγ +  is 
above the characteristic curve ( ) ( )h y F x= . Thus the necessity is proved. This 
completes the proof. 

In a similar way, we can prove the following lemma in the left half plane. 
Lemma 3.4 Suppose that the conditions (A0), (A1), and ( 3A− ) hold. Then every 

positive semiorbit of (1) departing from 3D  intersects the characteristic curve 
C−  if and only if  

( )
( )0

lim d
1

x

x

g s
s

F s→−∞
+

= ∞
+∫  or ( )( )lim

x
F x

→−∞
− = ∞ ,        (22) 

where ( ) ( ){ }max 0,F x F x+ = .  

Remark 3.3. If ( )h y y≡ , then the conditions ( 3A+ )2 and ( 3A− )2 are the condi-
tions ( 2A+ ) and ( 2A− ) in [21] respectively, the condition ( 3A+ )2 is the condition 
(C3)2 in [27]. 

Remark 3.4. By the above discussion, condition (A3) is a generalization of con-
dition (A3) (with ( ) 1a x ≡ ) in [1] and condition (A3) in [16]. Moreover, the con-
dition ( 3A+ ) is a generalization of condition (A3) in [15]. 

We are now in the position to give our main result about necessary and suffi-
cient conditions for the oscillation of solutions of (1). 

Theorem 3.1 Suppose that the conditions (A0), (A1), (A2) and (A3) are satisfied. 
Then all nontrivial solutions of (1) oscillate if and only if (16) and (22) hold.  

Proof. Necessary. If either (16) or (22) is false, then Lemma 3.3 and Lemma 3.4 
imply that (1) has at least one unbounded solution lying in 1D  or 3D . Thus the 
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necessity is proved. 
Sufficiency. We prove the sufficiency by contradiction. Suppose that there exist 

a solution ( ) ( )( ),x t y t  of (1) and 0 0T >  such that ( ) 0x t ≠  for all 0t T≥ . 
We consider the case ( ) 0x t >  for all 0t T≥ . The Lemma 3.1 implies that 

( ) ( )( ),x t y t  does not tend to ( )0,0  as t →∞ . 
(i) suppose ( ) ( )( )0 0 1,x T y T D∈ , the Lemma 3.3 shows that there exist 1 0T T>  

such that ( ) ( )( ),x t y t  intersects the characteristic curve ( ) ( )h y F x=  at 

1t T= . Then ( )x t  and ( )y t  are decreasing for all 1t T≥ . Thus there exists 

0 0K ≥  such that 

( )
( )

0 as

as

x t K t

y t t

→ →∞

→−∞ →∞
                     (23) 

( ) ( )0 1 1for all .K x t x T t T≤ ≤ ≥  

For 1t T≥ , we have  

( ) ( ) ( )( ) ( )( )( )
( )( )

( )
( ){ }

1

1 0 1

1 d

min d

as ,

t

T

t

T K x x T

x t x T h y s F x s s

h y s F x s

t
≤ ≤

− = −

 ≤ − 
 

→ −∞ →∞

∫

∫  

which contradicts (23). 
(ii) Suppose ( ) ( )( )0 0 2,x T y T D∈ , by a similar method used in the case (i), we 

can reach a contradiction. In case ( ) 0x t <  for all 0t T≥ , we have also a contra-
diction by an argument similar to the one above. Hence all solution of (1) are 
oscillatory. Thus the proof of Theorem 3.1 is now complete. 

Remark 3.5. Theorem 3.1 is a generalization of Theorem 1 in [16] and Theorem 
1 in [12], this follows from Remarks 3.2 and 3.4. Our results do not need the differ-
entiability condition of ( )h y , our Theorem 3.1 can be applied to system (3)  
even for ( )0 0h′ = , ( )0h′ = ∞ , ( ) 0h′ ±∞ = , and ( )lim sgn

x
F x x

→∞
= −∞ . 

If ( )h y y= , by Theorem 3.1 and Remarks 3.2 and 3.4, we have the following 
corollary which is the result of Hara, Yoneyama and Sugie [21]. 

Corollary 3.1 Suppose that (1) with ( )h y y=  has a unique solution, and that 
the conditions (A0), (A1), (A2) and (A3) are satisfied. Then all nontrivial solutions 
of (1) with ( )h y y=  oscillate if and only if (16) and (22) hold.  

Remark 3.6. In system (1), we take ( )h y y= , ( )g x x= , and 

( )

( )

( )

3
3 6

3 3 3 1 3
3 3 1
3
6 3 2 3 1

3
3 3 6

3 3 3 3 3 3 3 2
3 3 3 2

2

12 for ,
3

2 2 for ,

for ,
2 2 for ,

0 for 0,
4 for 0,

n n
n n n n

n n

n n n

n n
n n n n

n n

x x

x x x x x x x x
x x
x x x xF x

x x x x x x x x
x x

x
x x x

+
+

+ +

+
+ + + +

+ +

 ≥


− − + ≤ ≤ − ≤ ≤= 
 − − + ≤ ≤

−
 =
− − ≤
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where 
1

nx
n

= , 1,2,n =  . 

Then ( )
2

2
xG x = , ( )0 0F = , ( ) 2F x x≤  for 

10
3

x< < , ( ) 2F x x=  for 

1
3

x ≥ , and ( ) 24F x x x= − −  for 0x ≤ . Thus (A0), (A1), ( 2A− )1, ( 3A+ )1, ( 3A− )1, 

(16) and (22) are satisfied. For any 10,
3

x  ∈ 
 

, we can choose n (sufficiently large) 

such that 3 2 3 10 n nx x x+ +< < < , and 

( )
( )
( )

( )
( )

( ) ( )
( ) ( )

3 1 3 1

3 2 3 2

3

3 2 20
6

3 6 6 31 3 3 3d d d
2 2 44 3 1 3 2

n n

n n

x x x

x x
n

g s g s n nss s s
F x F s F s x n n

+ +

+
+ +

+
≥ = = >

+ +
∫ ∫ ∫  

for 
10
3

x< < . The condition ( 2A+ )2 is satisfied. Therefore, by Corollary 3.1, all 

nontrivial solutions oscillate. 

Because ( ) ( )2 8n nF z G z=  when 
1

3nz
n

=  ( 1,2,n = ), it follows that condi-

tion (4) in Section 1 is not satisfied. By the above discussion, condition ( 3A+ )2 is  

satisfied, hence, the condition (6) in Section 1 is really weaker than condition (4). 
The condition (6) is similar to (5) of Opial [24], but condition (6) is more precise. 
Moreover, condition (6) is a generalization of conditions (1), (2), (3), (4), and (7) 
in Section 1. 

Example 1. In system (1), we take ( )
1
3h y y= , ( ) 5g x x= , and ( )F x x x β= − , 

where β  is a real number such that 
10
2

β≤ <  . 

Then (A0), (A1), ( 2A+ )1, ( 2A− )1, (16) and (22) are satisfied. Since ( )1 3h u u− = , 
for any 1b >  and fixed real number 1k ≥ , we have  

( )( )
( )
( ) ( ) ( ) ( )5 5

1 3 12

1lim d lim ,
5

x

bx x

g sk s x b
F sh kF x k x

β β
ββ

− −
− +→∞ →∞

= − = ∞
−∫  

therefore ( 3A+ )2 is satisfied. Similarly, ( 3A− )2 is also satisfied. Then all nontrivial 
solutions oscillate by Theorem 3.1. However ( )0h′ = ∞  and ( ) 0h′ ±∞ = , the 
previous results of [12] [16] cannot be applied to this example. It is easy to see 
from Remark 3.6 and Example 1 that our Theorem 3.1 can find more extensive 
applications [28]-[31]. 
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