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Abstract 
The main purpose of verifiable secret sharing scheme is to solve the honesty 
problem of participants. In this paper, the concept of nonzero k-submatrix 
and theresidual vector of system of hyperplane intersecting line equations is 
proposed. Based on certain projective transformations in projective space, a 
verifiable (t, n)-threshold secret sharing scheme is designed by using the 
structure of solutions of linear equations and the difficulty of solving discrete 
logarithm problems. The results show that this scheme can verify the cor-
rectness of the subkey provided by each participant before the reconstruction 
of the master key, and can effectively identify the fraudster. The fraudster can 
only cheat by guessing and the probability of success is only 1/p. The design 
of the scheme is exquisite and the calculation complexity is small. Each par-
ticipant only needs to hold a subkey, which is convenient for management 
and use. The analysis shows that the scheme in this paper meets the security 
requirements and rules of secret sharing, and it is a computationally secure 
and effective scheme with good practical value. 
 

Keywords 
Threshold Secret Sharing, Projective Transformation, Nonzero k–Submatrix, 
Residual Vector of Equations 

 

1. Introduction 

Secret sharing is a method proposed to solve the problem of key management. It 
is mainly used to prevent important information from being lost, destroyed, 
changed or falling into the wrong hands. It is an important subject in informa-
tion security and cryptography. It is widely used in data management, financial 
network, e-commerce, e-government and many other fields [1] [2]. The basic 
idea of secret sharing is to share the master key in a group of participants, which 
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enables members of the authorized subset of participants to recover the master 
key through the subkey they get, while members of any participant’s unautho-
rized subset cannot recover the master key through the subkey they get. 

As early as 1979, Shamir [3] and Blakley [4] proposed ( ),t n -threshold secret 
sharing scheme respectively. The algorithm given by Shamir system is based on 
polynomial interpolation, while Blakley system is based on finite geometry. The 
( ),t n -threshold secret sharing scheme requires that any t  or more than t  
members of n  participants cooperate to derive the master key, while no 1t −  
members cooperate to derive the master key. After these two masters, more se-
cret sharing schemes have been proposed one after another, which are con-
structed by using mathematical knowledge and methods in different fields. For 
example, Article [5] uses Reed-Solomon code to construct secret sharing scheme, 
Article [6] uses Chinese Remainder Theorem to construct secret sharing scheme, 
Article [7] uses matrix operation on finite field to construct secret sharing scheme, 
Article [8] uses one-way function to construct secret sharing scheme, Article [9] 
uses vector space to construct secret sharing scheme, etc. Especially in recent 
years, people have made some gratifying achievements in the design and re-
search of more complex secret sharing schemes [10] [11] [12] [13]. It should be 
pointed out that there may be dishonest participants in the actual use of these 
schemes. In view of how to effectively prevent fraud, many authors have con-
ducted in-depth research on them. In Article [14]-[22], different schemes of se-
cret sharing that can prevent fraud are proposed respectively. 

However, none of the schemes mentioned above gives the probability of suc-
cessful fraud accurately. Moreover, some schemes are complex in design, lack of 
intuition and conciseness, and fail to grasp the design principles of secret shar-
ing schemes. The design principle of secret sharing scheme is not only to ensure 
its correctness, but also to pay attention to its security and effectiveness. Ac-
cording to this principle, this paper designs a kind of secret sharing scheme based 
on certain projective transformation. This scheme uses the special projective 
transformation in projective space to build the relationship between the master 
key and the subkey, so that the dealer (that is, the subkey distributor) can find 
the subkey through the master key to distribute the participants. Members of the 
authorized subset can gather their subkeys to find the relationship between the 
components of the shadow subkey vector, and recover the shadow subkey togeth-
er with the residual vector of the intersecting line equations formed by the pro-
jection plane of the shadow subkey point in the space, so as to synthesize the 
master key. The secret sharing scheme designed in this way accords with the idea 
of ( ),t n -threshold secret sharing, which is simple, intuitive, practical and easy 
to implement. 

Organization of this paper is as follows. We introduce related definitions and 
preliminaries in Section 2. In Section 3, we propose our construction by using 
certain projective transformation method. Section 4 describes our security anal-
ysis and effectiveness analysis respectively. We draw the conclusion in Section 5. 
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2. Definitions and Preliminaries 

If the projective plane is extended to the n -dimensional projective space and 
the infinite point is regarded as a common point, then according to the projec-
tive coordinate system established in Article [23], we can get the n -dimensional 
projective coordinate system σ . 

Definition 1. Under the projective coordinate system σ , let the coordinate 
of point k  be ( )1 2, , , nk k k  and the coordinate of point x  be ( )1 2, , , nx x x  
in the n -dimensional projective space. If the transformation from point k  to 
point x  is 

( )( )
1 1

2 2: , 0ij n n

n n

x k
x k

T A A a A

x k

×

   
   
   = = ≠
   
   
   

 

,               (1) 

Then T  is called a projective transformation in the n -dimensional projective 
space, where A  is called the transformation matrix of T . 

Because of 0A ≠ , the projective transformation T  has inverse transforma-
tion, that is 

1 1

2 21 1:

n n

k x
k x

T A

k x

− −

   
   
   =
   
   
   

 

                       (2) 

Under projective transformation T , if the coordinates of the original image 
point k  are known, then the coordinates of the unique image point x  can be 
obtained; conversely, if the coordinates of the image point x  are known, then 
the coordinates of the unique original image point k  can also be obtained. 

Let  

11 1 12 2 1

21 1 22 2 2

1,1 1 1,2 2 1,

0,
0,

                          
0

n n

n n

n n n n n

b x b x b x
b x b x b x

b x b x b x− − −

+ + + =

+ + + =

+ + + =









                 (3) 

be the equations of 1n −  hyperplanes which are not parallel to each other in the 
n -dimensional projective space. It means that the vector group composed of the 
normal vectors ( )1 11 12 1, 1, , , ,nb b bβ −=  ( )2 21 22 2, 1, , , ,nb b bβ −=  ,   

( )1 1,1 1,2 1, 1, , ,n n n n nb b bβ − − − − −=   of these hyperplanes is linearly independent, so 
the intersecting line of these hyperplanes is unique, and the system of equations 
about the unknown number 1 2 1, , , nx x x −  is 

11 1 12 2 1, 1 1 1

21 1 22 2 2, 1 1 2

1,1 1 1,2 2 1, 1 1 1,

,
,

                                 
.

n n n n

n n n n

n n n n n n n n

b x b x b x b x
b x b x b x b x

b x b x b x b x

− −

− −

− − − − − −

+ + + = −
 + + + = −


 + + + = −









            (4) 
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Since the determinant A  of coefficient matrix A  of this system of equations 
is not equal to zero, it can be seen from Gramer’s law that the system of Equa-
tions (4) can be reduced to 

1 1

2 2

1 1

,
,

     
.

n

n

n n n

x c x
x c x

x c x− −

=
 =


 =



                           (5) 

Equation (5) is the system of hyperplane intersecting line Equations (3), which 
consists of 1n −  equations. 

Definition 2. The system of equations composed of any ( )1n t t n− < <  equ-
ations in the system of hyperplane intersecting line Equations (5) is called a  
( )n t− -residue of the system of this intersecting line equations, which can be 
expressed as 

1 1

2 2

,

,

      
,

n t n t

i i n

i i n

i i n

x c x

x c x

x c x
− −

=


=


 =



                          (6) 

where 1 21 1n ti i i n−≤ < < < ≤ − . 
Obviously, ( )n t− -residue is determined by the constant 

1 2
, , ,

n ti i ic c c
−

 , we 
call the vector ( )1 2

, , ,
n ti i ic c c
−

= c  composed of these constants the corresponding  

( )n t− -residual vector. There are ( )
( ) ( )1

1 !
! 1 !

n t
n

n
C

n t t
−
−

−
=

− −
 ( )n t− -residues in a  

system of hyperplane intersecting line equations. 
For the convenience of this study, we might as well take the permutation 

( )1 2 12n ti i i n t− = −  , that is, the ( )n t− –residue is 

1 1

2 2

,
,

     
,

n

n

n t n t n

x c x
x c x

x c x− −

=
 =


 =



                         (7) 

the corresponding residual vector is ( )1 2, , , n tc c c −= c . 
For the n -dimensional projective space, under the given projective coordinate 

system σ , let the plane coordinate of hyperplane ξ  be ( ) ( )1 2, , , nξ ξ ξ ξ=  , 
and the point coordinate of space point x  be ( ) ( )1 2, , , nx x x x=  , using the com-
bination sign [ ] 1 1 2 2 n nx x x xξ ξ ξ ξ= + + + , we analyze the geometric meaning of 
the following formula 

[ ] 1 1 2 2 0n nx x x xξ ξ ξ ξ= + + + =                   (8) 

If ( )ξ  is regarded as a definite array and ( )x  as a variable array, then for-
mula (8) represents the algebraic condition of the motion of moving point x  
on the definite hyperplane ξ , and formula (8) is the equation of hyperplane ξ . 
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On the contrary, If ( )x  is regarded as a definite array and ( )ξ  as a variable 
array, then formula (8) represents the algebraic condition of the rotation of the 
moving hyperplane ξ  through the fixed point x , at this time, formula (8) is 
the equation of point x , that is, the equation of the hyperplane bundle with x  
as its center. It can be seen that formula (7) as ( )n t− -residue is a part of hyper-
plane bundle equation of passing point x . 

Let p  be prime number and g  be the original root of p , that is,  
1 2 1, , , pg g g −

  generates all values from 1 to 1p −  under module p . Since 
( ), 1g p = , and the necessary and sufficient condition of modk hg g p≡  (where 
mod p  denotes congruence with respect to prime number p ) is  

( )mod 1k h p≡ − , there is a unique { }1,2, , 1c p∈ −  for any { }1,2, , 1b p∈ −  
that makes modcb g p≡  hold, c  is called the discrete logarithm of b  with 
g  as the base under module p . The so-called discrete logarithm problem is 
such a mathematical problem: when p  is a large prime number, given the in-
teger c , it is easy to calculate modcg b p≡ ; on the contrary, given the integer 
b , it is very difficult to calculate the integer c , which makes modcg b p≡  
hold. 

We know that if A  is an n -order matrix, let ,k N k n∗∈ <  any k -row and 
k -column of A  are taken, and 2k  elements at the intersection of k -row and 
k -column form a k -order determinant in the original order, then this k -order 
determinant is a k -order minor of matrix. 

Definition 3. Let p  be a prime number, pZ  be a p -element finite field, 
and A  be a n -order matrix over pZ . If 0A ≠  and any k -order minor of 
A  is not equal to zero, then matrix A  is a nonzero k -submatrix. 

When the transformation matrix ( )ij n n
A a

×
=  is a nonzero k -submatrix, the  

corresponding projective transformation (1) is a special projective transforma-
tion. The scheme in this paper is based on this kind of projective transformation.  

Theorem 1. Let ( )p n>  be prime, pZ  be a p -element finite field, and the 
n -order matrix A  over pZ  be a nonzero ( )n t− -submatrix, where pt Z∈ , 
t n< . If 1 2, , , tk k k  is known in projective transformation (1), the coordinate 
( )1 2, , , nx x x  of point x  can be determined by the ( )n t− -residual vector 

( )1 2, , , n tc c c −= c  of the system of hyperplane intersecting line equations of any 
passing point x  and projective transformation (1). 

Proof. From projective transformation (1), the following system of equations 
can be obtained. 

1 1 1
1

2 2 2
1

1

,

,

,

n

j j
j t

n

j j
j t

n

nj j n n
j t

a k x b

a k x b

a k x b

= +

= +

= +

 = −



= −





= −


∑

∑

∑



                       (9) 
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where ( )
1

1,2, ,
t

i ij j
j

b a k i n
=

= =∑  . 

The coefficient matrix of the system of equations composed of n t−  equa-
tions in front of the system of Equations (9) is 

1, 1 1, 2 1

2, 1 2, 2 2

, 1 , 2 ,

t t n

t t n

n t t n t t n t n

a a a
a a a

D

a a a

+ +

+ +

− + − + −

=





  



                   (10) 

Because matrix A  is a nonzero ( )n t− -submatrix, so 0D ≠ . In the coefficient 
determinant D , let the algebraic cofactor of element ( )1 , 1ija i n t t j n≤ ≤ − + ≤ ≤  
be ijA , let 

1, 1 1 1 1, 1 1 1 1

2, 1 2 2 2, 1 2 2 2

, 1 , , 1 ,

,  

t n t n

t n t n
j j

n t t n n t n n t t n n n t n

j j

a b a a x b a
a b a a x b a

D D

a b a a x b a

+ +

+ +

− + − − + −
↓ ↓

−
−

= =

−

   

   

     

   

, (11) 

represent the determinant after the j-th column element in D  is replaced, where 
( )1,2, ,j n t= − . 

Calculate 

1 1 1, 2 1

2 2 2, 2 2
1

, 2 ,

1 1, 2 1 1 1, 2 1

2 2, 2 2 2 2, 2 2

, 2 , , 2 ,

1, 1 1 2, 1 2 , 1 1

t n

t n

n t n t n t t n t n

t n t n

t n t n

n t n t t n t n n t n t t n t n

t t n t t n t

x b a a
x b a a

D

x b a a

x a a b a a
x a a b a a

x a a b a a

A x A x A x D

+

+

− − − + −

+ +

+ +

− − + − − − + −

+ + − + −

−
−

=

−

= −

= + + + −





  



 

 

     

 



     (12) 

1, 1 2, 1 , 11 1
1 1 2

, 1 1

1

t t n t t
t

n t
i t

i
i

A A AD Dk x x
D D D D D

A Dx
D D

+ + − +
+

−
+

=

= = + + + −

= −∑



          (13) 

from Gramer’s law. 
Similarly, we can get 

, 2 2
2

1

1

           

n t
i t

t i
i

n t
in n t

n i
i

A Dk x
D D

A Dk x
D D

−
+

+
=

−
−

=

= −

= −

∑

∑

                     (14)  

Put 1 2, , ,t t nk k k+ +   into the next t  equations in the system of Equations (9), 
and get the following system of equations about 1 2, , , nx x x  after finishing. 
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1, 1 1, 1
1 1 1

2, 2 2, 2
1 1 1

, ,
1

,

,

                                      

.

n t n n t

n t j ij i n t n t t j j n t
i j t j

n t n n t

n t j ij i n t n t t j j n t
i j t j

n t

n j ij i n n t j j n
j

a A x Dx a D Db

a A x Dx a D Db

a A x Dx a D Db

− −

− + − + − + + − +
= = + =

− −

− + − + − + + − +
= = + =

−

+
=

− = −

− = −

− = −

∑ ∑ ∑

∑ ∑ ∑


1 1

n t n

i j t

−

= = +












∑ ∑ ∑

       (15) 

It is known that the ( )n t− -residue corresponding to the ( )n t− -residual vec-
tor ( )1 2, , , n tc c c −= c  is 

1 1

2 2

0,
0,

          
0.

n

n

n t n t n

x c x
x c x

x c x− −

− =
 − =


 − =



                        (16) 

The system of Equation (15) contains t  equations and the system of Equations 
(16) contains n t−  equations. Combining the system of Equations (15) with 
the system of Equations (16), a linear system of equations with n  equations 
and n  unknows 1 2, , , nx x x  is obtained. Since the coefficient determinant 
E  of this system of linear equations satisfies ( ) ( )1 0t t tE D D= − = − ≠ , there is 
only one set of solutions for this system of linear equations. According to Gra-
mer’s law, 1 2, , , nx x x  can be obtained. Certificate completion. 

If we change the condition “known 1 2, , , tk k k ” of Theorem 1 to the more 
general condition “known ( )

1 2 1 2, , , 1
ti i i tk k k i i i n≤ < < < ≤  ”, we can get the 

following more general theorem according to the similar proof method of Theo-
rem 1. 

Theorem 2. Let ( )p n>  be prime, pZ  be a matrix A  over pZ  be a nonzero 
( )n t− -submatrix, where pt Z∈ , t n< . If ( )

1 2 1 2, , , 1
ti i i tk k k i i i n≤ < < < ≤   

is known in projective transformation (1), the coordinat ( )1 2, , , nx x x  of point 
x  can be determined by the ( )n t− -residual vector ( )1 2, , , n tc c c −= c  of the 
system of hyperplane intersecting line equations of any passing point x  and 
projective transformation (1). 

3. Composition of the Scheme 

Based on the one to one mapping of projective transformation and the difficulty 
of solving the discrete logarithm problem, this paper proposes a verifiable thre-
shold secret sharing scheme. In this scheme, the dealer who distributes the sub-
key needs a bulletin board (BB). Only the dealer can modify and update the 
content on the BB, and others can only read or download it. This scheme is 
composed of two parts: the distribution phase of the subkey and the reconstruc-
tion phase of the master key. 

3.1. Distribution of Subkeys 

At the beginning of this stage, the dealer needs to publish some system parame-
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ters. He first takes a large prime number p , finds an original root g  of the 
module p , let pZ  be the finite field of the module p , the dealer takes a non-
zero ( )n t− -submatrix A  over pZ , and then publishes p , g  and A  on 
the BB. 

Let { }0p pZ Z∗ = −  and { }1 2, , , NP P P P=   be the set of n  participants. 
The master key S  is decomposed into n  different shadow subkeys by the  

dealer over pZ ∗ , i.e. ( )
1

n

i i p
i

S x x Z ∗

=

= ∈∑ . Then, in the n -dimensional projective  

space, the dealer calculates a ( )n t− –residual vector ( )1 2, , , n tc c c −= c  of the 
system of hyperplane intersecting line equations of space point x  with coordi-
nate ( )1 2, , , nx x x , publishes the ( )n t− -residual vector ( )1 2, , , n tc c c −= c  
on the BB, and uses the projective inverse transformation (2) to find  

( )1ik i n≤ ≤ . 
The dealer distributes ( )1ik i n≤ ≤  as subkeys to participants ( )1iP i n≤ ≤ , 

calculates ( )mod 1ik
iy g p i n= ≤ ≤ , and publishes vector ( )1 2, , , ny y y= y  as 

verification information on the BB. 

3.2. Reconstruction of Master Key 

When any t  members 
1 2
, , ,

tj j jP P P  of n  participants gather together to re-
cover the master key S , they need to verify each other’s subkeys. First calculate 

modji
i

k
jg p h≡ ( )1 i t≤ ≤ , then check whether the corresponding 

ij
y  on the BB 

and 
ij

h  are consistent. If they are consistent, the subkey submitted by members 
is true. Otherwise, if some submits a false subkey, the corresponding 

ij
y  and 

ij
h  are inconsistent. 

The recovery process of the master key is shown below. Let’s set the transfor-
mation matrix to 

11 12 1

21 22 2

1 2

n

n

n n nn

a a a
a a a

A

a a a

 
 
 =  
 
 
 





  



.                    (17) 

After the verification is passed, the t  members calculate the following for-
mula together 

1 2 1

1 2 2

1 2

1
1

1 1 1

2 2 2 2
1

1

i i

t

t i i

t t

i i

t

j j
i

j j j j
t

j j j j j j
i

nj nj nj j t

j nj
i

k a
a a a k
a a a k k a

a a a k
k a

=

=

=

 
 
   
   
    =    
   

        
 
 

∑

∑

∑





   





.            (18) 

By projective transformation (1), a system of equations about unknown sub-
keys owned by the rest members of the participant set is generated, that is. 
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1 1 1
1 , ,1 1

2 2 2
1 , ,1 1

1 , ,1 1

i i
i

i i
i

i i
i

t

h h j j
h n h j i t i

t

h h j j
h n h j i t i

t

h nh n j nj
h n h j i t i

k a x k a

k a x k a

k a x k a

≤ ≤ ≠ ≤ ≤ =

≤ ≤ ≠ ≤ ≤ =

≤ ≤ ≠ ≤ ≤ =

 = −



= −





= −


∑ ∑

∑ ∑

∑ ∑



                (19) 

This system of equations is considered to be composed of n  equations with 
n t−  unknowns hk ( )1 ,  ,  1,2, ,ih n h j i t≤ ≤ ≠ =  , by eliminating these hk , t  

equations 
1

n

ij i j
i

x dξ
=

=∑  about unknowns 1 2, , , nx x x  can be obtained, where 

1,2, ,j t=  . Combined with the ( )n t− -residue (16) corresponding to the 
( )n t− -residual vector published on the BB, the following system of equations 
are formed, 

1 1
1

1

1 1

,

,

0,
         

0.

n

i i
i

n

it i t
i

n

n t n t n

x d

x d

x c x

x c x

ξ

ξ

=

=

− −

 =



 =

 − =


 − =

∑

∑





                       (20) 

It can be seen from Theorem 2 that the unique solution 1 2, , , nx x x  can be ob-

tained by solving this system of equations, and then the master key 
1

n

i
i

S x
=

= ∑  

can be recovered. 

3.3. Give an Example 

The implementation process of this scheme can be clearly shown by the follow-
ing example. 

In the initial stage, the dealer takes the prime number 11p = , sets 11Z  as the 
finite field of module 11, the number of participants 5n = , the threshold value 

3t = , and selects matrix 

1 4 7 3 2
3 0 4 1 10
5 2 8 5 3
2 7 5 4 6
1 6 2 0 8

A

 
 
 
 =
 
 
 
 

.                   (21) 

It is proved that 0A ≠  and any 2-order minor of A  is not equal to zero, so 
A  is a nonzero 2-submatrix. 

Set the master key 7S = . In the subkey distribution stage, the dealer decom-
poses S  into 2 7 5 1 3S = + + + +  over 11Z  and obtain shadow subkeygroup  
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( ) ( )1 2 3 4 5, , , , 2,7,5,1,3x x x x x = . Then, the inverse projective transformation (2) is 
used for the following calculation. 

1

2
1

3

4

5

2 5
7 9
5 10
1 3
3 7

k
k

Ak
k
k

−

     
     
     
     = =
     
     

         

.                     (22) 

From the geometric meaning of point plane combination, the hyperplane beam 
equation with point ( )2,7,5,1,3x  as the beam center is 

1 2 3 4 52 7 5 3 0ξ ξ ξ ξ ξ+ + + + = .                  (23) 

In formula (23), we take four linearly independent vectors about  
( )1 2 3 4 5, , , ,ξ ξ ξ ξ ξ , which are ( )1,0,0,0,3 , ( )0,1,0,0,5 , ( )0,0,1,0,2 , ( )0,0,0,1,7  
respectively, and then we get a system of equations of hyperplane intersecting 
line passing through point x . 

1 5

2 5

3 5

4 5

3 0,
5 0,
2 0,
7 0.

x x
x x
x x
x x

+ =
 + =
 + =
 + =

                         (24) 

Take a 2-residue of this equations 

1 5

2 5

8 ,
6 ,

x x
x x
=

 =
                          (25) 

its corresponding 2-residual vector is ( )8,6=c . 
We know that 2 is the original root of module 11. Take 2g =  and calculate 

52 mod11 10≡ , 92 mod11 6≡ , 102 mod11 1≡ , 32 mod11 8≡ , 72 mod11 7≡  
respectively, so as to construct the verification information vector ( )10,6,1,8,7=y . 

After the above preparations, the dealer distributes 1 5k = , 2 9k = , 3 10k = , 

4 3k = , 5 7k =  as subkeys to five participants 1P , 2P , 3P , 4P , 5P , and pub-
lishes the prime number 11p = , the original root 2g = , the threshold value  

3t = , the transformation matrix A , the 2-residual vector ( )8,6=c  and the 
verification information vector ( )10,6,1,8,7=y  on the BB. 

In the reconstruction phase of the master key, any three members of the five 
participants gather together. Let’s assume that 1P , 3P , 4P  gather together. 
They first verify whether the key 1k , 3k , 4k  they have taken out is true. They 
only need to calculate 12 modk p , 32 modk p , 42 modk p  separately and com-
pare the calculation results with the corresponding components in the verifica-
tion information vector y  to see whether the three corresponding quantities 
are consistent. If the three corresponding quantities are all consistent, then 1k , 

3k , 4k  is true. If there is inconsistency, then the corresponding members pro-
vide false subkey. 

In the case of verifying that all the subkeys provided are correct, these three 
people use projective transformation (1) to list the following matrix equation, 
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1

2 2

3

4

5 5

5

.10
3

x
k x

A x
x

k x

   
   
   
   =
   
   
   
   

                          (26) 

Turn (26) into a system of linear equations 

2 5 1

5 2

2 5 3

2 5 4

2 5 5

4 2 4,
10 8,
2 3 1,
7 6 5,
6 8 8.

k k x
k x

k k x
k k x
k k x

+ = +
 = +

+ = +
 + = +
 + = +

                        (27) 

After eliminating 2k , 5k  from (27), we get the following system of equations 
about the unknown number 1x , 2x , 3x , 4x , 5x , 

1 2 3

1 2 4

1 2 5

6 9 10 4,
8 4,

7 6 10 9.

x x x
x x x

x x x

+ + =
 + + =
 + + =

                      (28)  

Combined with the 2-residual vector ( )8,6=c  on the BB extened system of 
Equations (28): 

1 2 3

1 2 4

1 2 5

1 5

2 5

6 9 10 4,
8 4,

7 6 10 9,
8 ,
6 .

x x x
x x x

x x x
x x
x x

+ + =
 + + = + + =
 =

=

                      (29) 

These three members solve the system of Equations (29), get 1 2x = , 2 7x = , 

3 5x = , 4 1x = , 5 3x = , and then calculate 
5

1
7i

i
x

=

=∑  to get the master key 7S = . 

4. Analysis of the Scheme 

Under the premise that the dealer is reliable in subkey distribution, the following 
conclusions are drawn. 

Theorem 3. The scheme is a complete secret sharing scheme, and the infor-
mation rate can be up to 1. 

Proof. Any t  participants can establish a system of equations by presenting 
their subkeys. According to theorem 2. This system of equations can uniqely de-
termine the coordinate ( )1 2, , , nx x x  of shadow subkey point x . If less than 
t  participants gather togetuer to provide their subkeys. The number of equa-
tions in the system of equations with structure (20) is less than the number n  
of the unknown number 1 2, , , nx x x , such a system of equations has numerous 
solutions, and it is difficult to find the shadow subkey point x . So less than t  
participants can not recover the master key. The information rate of a secret  

sharing scheme is defined as ( )min :1i i nρ ρ= ≤ ≤  where 
lg
lg

p
i

i

Z
S

ρ = , and  
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( )1iS i n≤ ≤  is the set of all possible subkeys that the participant ( )1iP i n≤ ≤  
may receive [24]. In this scheme, each participant only needs to save a subkey 
belonging to pZ , at this time, the information rate can reach the maximum 
value of 1. Certificate completion. 

Theorem 4. The probability that the fraudster obtains the master key through 
public information is 1 p . 

Proof. According to the design requirements of the scheme, the public infor-
mation that fraudsters can obtain includes n –order nonzero ( )n t− -submatrix 
A , large prime number p  and its original root g , verification vector y , and 
( )n t− -residual vector c . If a fraudster solves modik

ig p y= , he will encoun-
ter a difficult discrete logarithm problem, If the fraudster passes the ( )n t−
–residual system of equation (16) corresponding to the ( )n t− –residual vector, 
but the rank of the coefficient matrix of this system of equations is n t− , which 
is smaller than the number n  of unknown numbers of the system of equations, 
then the fraudster cannot determin its unique solution. In conclusion, it is im-
possible for the fraudster to obtain the subkey of the participant, and thus the 
master key S . In this way, the only way for fraudsters to obtain the master key 
S  is to guess randomly from pZ , according to the knowledge of probability 
theory, it can be considered that the master key S  is selected with equal proba-
bility in pZ , so the probability of guess success is very small, which is 1 p . 
Certificate completion. 

In the practical scheme, the selected p  is a large prime number and 1 p  is 
almost zero. According to Theorem 4, it is impossible to recover the master key 
S  only through the information on the BB. In addition, the fraud detection of 
this scheme is based on the difficulty of discrete logarithm problem. Anyone can 
verify whether the subkey provided by himself or others is correct through the 
verification vector y , so this scheme is secure and antifraud.  

When we analyze the efficiency of the scheme, we mainly depend on the 
number of power operations performed in the scheme. The less the number of 
power operations is, the higher the efficiency is. The design of this scheme is 
unique. In addition to the t  power operations in the verification process, other 
calculations are mainly some basic linear operations, matrix operations and de-
terminant operations. The performance of the main body of the scheme mainly 
depends on the calculation of the determinant, which is also very convenient. 
Moreover, Wiedemann [25] proposes a kind of determinant probability algo-
rithm, which can effectively improve the calculation of the determinant over the 
finite field. The algorithm using Wiedemann’s will further improve the opera-
tion performance of this scheme. 

5. Conclusion 

Verifiable secret sharing scheme is an important part of secure cryptographic 
protocol and an effective method to solve the safe storage, legal recovery and uti-
lization of important sensitive information. Therefore, the research on verifiable 

https://doi.org/10.4236/ajcm.2021.112012


B. Li 
 

 

DOI: 10.4236/ajcm.2021.112012 187 American Journal of Computational Mathematics 
 

secret sharing and its application has an important theoretical and application 
value. Based on the projective transformation in n -dimensional projective space, 
a verifiable ( ),t n -threshold secret sharing scheme is proposed by using the 
structure of solutions of linear equations and the difficulty of discrete logarithm 
problem. Each participant can verify the correctness of the subkey provided by 
other participants before the master key is restored. The scheme can effectively 
identify the fraudsters, and the fraudsters can only cheat by guessing. The prob-
ability of successful fraud is only 1 p , and the maximum information rate of the 
scheme can be 1. Compared with the existing secret sharing scheme, the scheme 
has the advantages of exquisite design, small computation complexity and less 
secret information. The analysis shows that the scheme is a secure and effective 
scheme with practical application value. This scheme is based on the threshold 
access structure, how to use the idea of this paper to design its secure secret 
sharing scheme remains to be further explored. 
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