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Abstract
Grover’s algorithm is a category of quantum algorithms that can be applied to many problems through the exploitation of quantum parallelism. The Amplitude Amplification in Grover’s algorithm is $T = O(N)$. This paper introduces two new algorithms for Amplitude Amplification in Grover’s algorithm with a time complexity of $T = O(\log N)$, aiming to improve efficiency in quantum computing. The difference between Grover’s algorithm and our first algorithm is that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series and ours, a geometric one. Because our Amplitude Amplification ratios converge much faster, the time complexity is improved significantly. In our second algorithm, we introduced a new concept, Amplitude Transfer where the marked state is transferred to a new set of qubits such that the new qubit state is an eigenstate of measurable variables. When the new qubit quantum state is measured, with high probability, the correct solution will be obtained.
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1. Introduction
Quantum Computing [1] [2] [3] [4] [5] is a field of computing that leverages the principles of Quantum Mechanics. Quantum Computing has strange phenomena known as Superposition and Entanglement. Grover’s algorithm [6] is one of the most famous quantum algorithms that provide a quadratic speedup over the best classical algorithms for unstructured search problems, i.e. from $T = O(N)$ to $T = O(\sqrt{N})$. It was proposed by Lov Grover [6] in 1996 and is a fundamental
algorithm in the field of Quantum Computing. Its efficiency arises from the exploitation of quantum parallelism and quantum interference. Furthermore, it has evolved into a category of algorithms that can be applied to many problems, such as SAT [7], and Subset Sum [8].

Grover’s algorithm [6] is:

**Initialization**;

**Oracle**;

for $(i = 0; i < O(\sqrt{N}), i++)$

**Amplitude Amplification**;

**Measurement**;

Where:

- **Initialization**: Start with a superposition of all possible states. If there are $N = 2^n$ possible solutions, where $n$ is the number of qubits, this superposition is created over $N$ states.
- **Oracle**: Introduce an Oracle gate that identifies the target solution.
- **Amplitude Amplification**: Apply a series of quantum operations that amplify the amplitude of the marked state and suppress the amplitudes of the other states.
- **Repeat Amplification**: Amplifications are repeated for a certain number of iterations.
- **Measurement**: The quantum state is measured, and with high probability, the correct solution is obtained.

In Grover’s algorithm, the key is Oracle and Amplitude Amplification. The job of the Oracle is to mark the solution. The job of Amplitude Amplification is that the amplitudes of incorrect states experience destructive interference, reducing their probabilities, while the amplitude of the correct state experiences constructive interference, increasing its probability.

This paper introduces two new algorithms for Amplitude Amplification in Grover’s algorithm with a time complexity of $T = O(\log N)$, aiming to improve efficiency in quantum computing.

In the first algorithm, we will show that through rotation in each amplitude amplification, the ratio between the amplitude of the marked state and other states forms a geometric series, thus achieving the logarithmic time steps to reach the threshold for the algorithm to stop: $T = \log(N) = \log(2^n) = O(n)$, where $n$ is the number of qubits and $N$ is the length of an unsorted list. The difference between the Grover’s algorithm and our first algorithm is that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series and ours, is a geometric one. This difference determines the difference between a square root time complexity and a logarithmic time complexity. Because our Amplitude Amplification ratios converge much faster, the time complexity is improved significantly.

In the second algorithm, we will introduce a new concept, Amplitude Transfer where the marked state is transferred to a new set of qubits such that the new
qubit state is an eigenstate of measurable variables. When the new qubit quantum state is measured, with high probability, the correct solution will be obtained.

Section 2. Basic Notation first introduces $X = \{0, 1\}^d$ space, then, we will introduce the notation for superposition vector.

Section 3. The Well-known Oracle Assumption describes the well-known Oracle assumption.

Section 4. $O(\log N)$ Algorithm for Amplitude Amplification introduces the first $O(\log N)$ algorithm. In particular, the difference between Grover’s algorithm and our first algorithm is that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series and ours, a geometric one. The underlying methodology of this algorithm is that our geometric series stops much faster than Grover’s arithmetic series. Because our Amplitude Amplification ratios converge much faster, the time complexity is improved significantly.

Section 5. Visualizations informally prove that the rotation matrix for the rotation introduced in Section 4 is unitary.

Section 6. Amplitude Transfer introduces a new concept, Amplitude Transfer where the marked state is transferred to a new set of qubits such that the new qubit state is an eigenstate of measurable variables. When the new qubit quantum state is measured, with high probability, the correct solution will be obtained.

Section 7. The Gate Equation Used lists the well-known gate equations used in the second $O(\log N)$ algorithm.

Section 8. The $O(\log N)$ Circuit Design will construct a quantum circuit for the Amplitude Amplification in Grover’s algorithm such that the Time Complexity is: $T = O(\log N)$. We will use a simple example to show the design and then, generalize the design.

Section 9. Modified Unstructured Search presents a $O(\log N)$ algorithm for unstructured search.

Section 10. Discussions discuss the potential applications.

Appendix A. Geometric Series vs Arithmetic Series Comparison will provide a more thorough comparison with Grover’s algorithm. This highlights the underlying methodology: our geometric series stops much faster than Grover’s arithmetic series.

2. Basic Notation

Throughout this paper,

- $n$ is the number of qubits;
- $N = 2^n$ is the number of states;
- $L \leq N$ is the number of items in an unsorted list;
- $M$ is the unsorted list.

We will use the standard notations, meaning we will overload the symbol, $X$, for both the Instance Space name and Gate name. An Instance Space, $X = \{0, 1\}^d$,
is a set of all instances given in Equation (1):

\[ X = \{0\cdots00, 0\cdots01, 0\cdots10, 0\cdots11, \cdots\} \]  

(1)

An instance of \( X \) is \( x \in X \), where \( x=00\cdots0 \), or, \( 0\cdots01 \), \( \cdots \), and \(|X|=2^n\). An instance, \( x \), is a binary string, which can be converted into a decimal number:

\[ X = \{0,1,2,3,\cdots,N-1\} \]  

(2)

An instance, \( x \), can be the qubits. It can appear as a binary string or a decimal number. Examples are: \( |000\rangle = |0\rangle \), \( |001\rangle = |1\rangle \), \( \cdots \), \( |111\rangle = |7\rangle \).

In Grover’s algorithm, the starting superposition of all possible states,

\[ |\psi\rangle = \sum_{x=0}^{N-1} a(x)|x\rangle \]  

(3)

is always:

\[ |\psi\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle \]  

(4)

In this paper, \( k \) represents the steps: \( k = 0, 1, 2, 3, \ldots, K \). For \( k = 0 \), the starting superposition is Equation (4). Here \( a(x) \) is the amplitude of the state at \( k = 0 \). For \( k = 1 \),

\[ |\psi_1\rangle = \sum_{x=0}^{N-1} a(x,k=1)|x\rangle \]  

(5)

Here, \( a(x, k=1) \) are the amplitudes at \( k = 1 \). This iteration in Grover’s algorithm will stop at some step, \( K \), when some threshold is reached:

\[ |\psi_K\rangle = \sum_{x=0}^{N-1} a(x,K)|x\rangle \]  

(6)

And the time complexity of the Grover’s algorithm is \( O(K) \).

Without loss of generality, it is assumed that Oracle will always pick state \( x = 1 \), \( |x = 1\rangle \), with amplitude: \( a(x = 1, k) \). If the Oracle would pick up an arbitrary index, \( j \), simply replace the discussion below by index \( j \).

We will also omit \( k \) whenever possible. The \( N \) states are divided into two groups: the marked state and all other states. With exception of the marked state, the amplitudes for all other states are the same for \( \{0, 2, 3, \ldots, N-1\} \). For this reason, throughout this paper, we will only discuss two amplitudes, \( a_0(k) = a(x=0, k) \) and \( a_1(k) = a(x=1, k) \). This is because with exception of the marked state, all of the other amplitudes are equal:

\[ a_0 = a_2 = a_3 = \cdots \]  

(7)

The threshold for our algorithm to stop is the same as Grover’s algorithm, \( i.e. \) the amplitude of the marked state \( \geq 1/\sqrt{2} \) and the probability \( \geq 1/2 \).

3. The Well-Known Oracle Assumption

Grover’s paper [6] is to search through the unsorted list and amplify the probability of finding the target state(s) upon measurement. In this particular example, the Oracle’s role is to mark the target number which is given. For example,
let \( n = 3 \), and we want to search an arbitrary target, \( |5\rangle = |101\rangle \), from an arbitrary random list, \( M = \{3, 4, 6, 0, 1, 2, 7, 5\} \). Since we know \( |101\rangle \) is the solution, the Oracle simply marks the \( |101\rangle \) state.

In Grover’s algorithm, the starting superposition of all possible states is Equation (5). If Equation (5) is measured, all states are equally likely to appear with probability, \( P(x) = 1/N \). Oracle circuit checks for some conditions: \( f(x) = 0 \). Initially, the input to the Oracle is Equation (5) and the output is 00…0.

If a particular state, \( x = o \), satisfies some conditions: \( f(o) = 0 \), this state can pass the Oracle; otherwise, the output is 00…0. This passed state is the marked state. Even if it is marked, the marked state is still entangled with the other state,\n
\[
|\psi\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle
\]  

(8)

So if the quantum state is measured, the probability for this marked state to appear would still be 1/\( N \). In other words, the black box can identify the solution(s) without explicitly knowing what they are because of the low probability of \( P(x) = 1/N \) for the marked state. Therefore, the Oracle’s goal is not to reveal the solution but rather to provide a quantum operation that efficiently marks the solution state(s) within the superposition of states.

In general, the Oracle doesn’t “know” the solution in the classical sense. Instead, it’s provided with a black-box function that can identify the solution(s) without explicitly knowing what they are. This black box evaluates whether a given state represents a solution and marks it accordingly.

### 4. O(\( \log N \)) Algorithm for Amplitude Amplification

The difference between the Grover’s algorithm and our first algorithm is that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series, see Appendix A, and ours, a geometric one. Because our Amplitude Amplification ratios converge much faster, the time complexity is improved significantly. The geometric series will result in O(\( \log N \)) algorithm.

This section is organized as follows: Theorem 1 gives the formula for Amplitude Amplification ratio under the geometric series. Theorem 2 shows O(\( \log N \)) Time Complexity under the geometric series. Theorem 3 in the next section is a requirement from Quantum Mechanics. Again, we will only discuss two amplitudes, \( a_0(k) = a(x = 0, k) \) and \( a_1(k) = a(x = 1, k) \).

**Theorem 1.** Let \( k = 0 \) be the initial step with \( n \)-qubits given by Equation (5), let \( \beta > 1 \) be a free parameter, let \( k = 0, 1, 2, \ldots, K \) be the iterations in Grover’s algorithm, and let \( r \) be the Amplitude Amplification ratio between the marked state and other states:

\[
r(k) = \frac{a_1(k)}{a_0(k)}
\]  

(9)

If \( r(k), k = 0, 1, 2, \ldots, K \), is a geometric series:

\[
\beta^0, \beta^1, \beta^2, \ldots, \beta^K, \quad \beta > 1,
\]  

(10)
and
\[ a_0 = a_2 = a_3 = \cdots \]
then
\[ a_i(k) = \frac{\beta^i}{\sqrt{2^n + \beta^{2i} - 1}} \tag{11} \]
\[ a_o(k) = \frac{1}{\sqrt{2^n + \beta^{2i} - 1}} \tag{12} \]

Remark 1. There are only two variables \( a_i \), and \( a_o \) out of \( 2^n \) amplitudes. The normalization condition in Equation (16) further reduces the number of variables to 1. \( \beta > 1 \) is a free parameter being introduced, so all amplitudes can be expressed in terms of \( \beta \).

Remark 2. To make the geometric series in Equation (10) clearer, we will list the first few terms:
\[ (a_0) = \beta^0 a_0(k = 0) \\
(a_1) = \beta^1 a_0(k = 1) \\
(a_2) = \beta^2 a_0(k = 2) \tag{13} \]
Sample values for \( \beta \) are: 2, \( 2^{1/2} \), \( 2^{1/n} \), \( \ldots \). Take \( \beta = 2 \), for example, then:
\[ (a_0) = a_0(k = 0) \\
(a_1) = 2a_0(k = 1) \\
(a_2) = 4a_0(k = 2) \tag{14} \]

Proof. From the assumption in Equations (9) and (10):
\[ a_i(k) = \beta^i a_o(k) \tag{15} \]
The normalization condition is:
\[ \langle \psi_k | \psi_k \rangle = \sum_{i=0}^{n-1} a_i^*(x,k) a(x,k) = 1 \tag{16} \]
The \( N \) amplitudes are divided into two groups: the marked state and all other states. Except for the marked state, the amplitudes for all other states are the same. By applying Equation (8), i.e., there are only two different amplitudes, Equation (16) becomes:
\[ (a_i(k))^2 + (a_o(k))^2 (2^n - 1) = 1 \tag{17} \]
Using Equation (15):
\[ (\beta^i a_o(k))^2 + (a_o(k))^2 (2^n - 1) = 1 \tag{18} \]
Solving for \( a_o(k) \), we have:
\[ a_o(k) = \frac{1}{\sqrt{2^n + \beta^{2i} - 1}} \]
\[ a_i(k) = \frac{\beta^k}{\sqrt{2^{n_k} + \beta^{2k} - 1}} \]

**Theorem 2.** Let Amplitude Amplifications be repeated for a certain number of iterations based on Equations (8), (11), and (12), then Grover’s algorithm will stop in polynomial time in \( n \), where \( n = \log N \).

**Proof.** The threshold for our algorithm to stop is the same as Grover’s algorithm, i.e. the amplitude of the marked state \( \geq \frac{1}{\sqrt{2}} \) and the probability \( \geq \frac{1}{2} \).

The threshold for our algorithm to stop at step \( k = K \) is:

\[ \left( a_i(K) \right)^2 = \frac{1}{2} \tag{19} \]

where \( K \) is the number of iterations and at \( k = K \), the probability of the marked state is \( \frac{1}{2} \). From amplitude Equation (11) and threshold Equation (19),

\[ \left( \frac{\beta^k}{\sqrt{2^n + \beta^{2k} - 1}} \right)^2 = \frac{1}{2} \tag{20} \]

Solve it for \( K \),

\[ K = \frac{n}{2 \log \beta} = \frac{1}{2 \log \beta} \log N \tag{21} \]

where the log base is 2. This is a polynomial time in \( n \) and logarithmic time in \( N \). Note that \( \beta \) is a free parameter that is a constant.

**Corollary 2.1.** If \( \beta = 2 \),

\[ K = \frac{n}{2} = O(n) = O(\log N) \tag{22} \]

**Corollary 2.2.** If \( \beta = 2^{1/2} \),

\[ K = n = O(n) = O(\log N) \tag{23} \]

**Corollary 2.3.** If \( \beta = 2^{1/n} \),

\[ K = \frac{n^2}{2} = O(n^2) = O(\log^2 N) \tag{24} \]

**Proof.** By simply inserting the \( \beta \) values into Equation (21), we will get Equations (22), (23), and (24), all of which are polynomial time in \( n \).

Smaller \( \beta \) values will produce a worse time complexity; however, smaller \( \beta \) values will make smaller changes in each step \( k \), which should make the hardware implementation easier. Note that \( K \) is the number of iterations, which is the Time Complexity. Theorem 2 and Corollary 2.1, 2.2, 2.3 support the claim regarding \( O(\log N) \) time complexity of the first proposed algorithm.

5. **Visualizations**

Let us illustrate the basic ideas. We will start with 3 dimensions and then we will expand to \( N \)-dimensions. In Figure 1, the three directions represent three amplitudes. Assuming the up-direction state is marked by the Oracle, and the starting superposition vector is Point A, at \( k = 0 \), which is given by Equation (5),
then all of the three amplitudes are equal at $k = 0$.

Point B has equal distance to all states not marked by the Oracle. In 3-dimensions, Point B has equal distance to the two unmarked states, so $\phi$ is 45 degrees. Point O is the origin. In the OAB plan, at each step in Equation (10), $k = 1, 2, 3, \ldots$, the $\theta$ angle within the OAB-plan is decreased, and the amplitude of the marked state is increased because the amplitude of the marked state is $\cos(\theta)$. The amplitude of the other two states is decreased equally, because two amplitudes of the unmarked states are: $|OA|\sin(\theta)\cos(\phi)$. Figure 2 shows the rotation of the $\theta$ angle.

When we go beyond 3-dimensions, there is no longer a visual image, but the basic idea is exactly the same. Point A is the starting superposition vector. Point B has an equal distance to all states not marked by Oracle. In the OAB plan, at each step in Equation (10), $k = 1, 2, 3, \ldots$, the $\theta$ angle within the OAB-plan is decreased, and the amplitude of the marked state is increased because the amplitude of the marked state is $\cos(\theta)$. The amplitude of all other states is decreased equally. There are $2^n - 1$ unmarked amplitudes, and together, they share $|OA|\sin(\theta)$, which decreases in each iteration.

**Example 1.** Let $n = 10, \beta = 2$, the Amplitude Amplification is given in Table 1. The iteration will stop at $n/2$ for $\beta = 2$. One extra iteration is done for comparison.

**Theorem 3:** The rotation matrix, defined by Equations (11) and (12), is unitary.

We will not formally prove this theorem. The rotation is confined within a unit sphere and within the OAB plane in Figure 1. It is unitary because all rotation matrices within a unit sphere are unitary. This is a requirement from Quantum Mechanics where all physical measurable operators must be unitary.
Figure 2. Rotation transformation given by Equations (11) and (12). In each iteration, θ angle within the OAB-plan is decreased, and the amplitude of the marked state is increased. Picture taken from Wikipedia with permission.

Table 1. Amplitude Amplification for \( n = 10 \) and \( \beta = 2 \). Column 1, \( k \), represents the iteration number. Column 2, \( a_1 \), is the Amplitude Amplification of the marked state. Column 3, \( \theta \), shows the rotation in degrees in the OAB-plan. Column 4, \( a_0 \), shows that amplitudes of incorrect states are decreased.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( a_1 )</th>
<th>( \theta )</th>
<th>( a_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.031</td>
<td>88.209</td>
<td>0.031</td>
</tr>
<tr>
<td>1</td>
<td>0.062</td>
<td>86.421</td>
<td>0.031</td>
</tr>
<tr>
<td>2</td>
<td>0.124</td>
<td>82.871</td>
<td>0.031</td>
</tr>
<tr>
<td>3</td>
<td>0.242</td>
<td>75.957</td>
<td>0.030</td>
</tr>
<tr>
<td>4</td>
<td>0.447</td>
<td>63.423</td>
<td>0.027</td>
</tr>
<tr>
<td>5</td>
<td>0.707</td>
<td>44.986</td>
<td>0.022</td>
</tr>
<tr>
<td>6</td>
<td>0.894</td>
<td>26.553</td>
<td>0.013</td>
</tr>
</tbody>
</table>

6. Amplitude Transfer

In this section, we will introduce a new concept, Amplitude Transfer where the marked state is transferred to a new set of qubits such that the new qubit state is an eigenstate of measurable variables. Assuming a marked state, called the oracle-vector, is:

\[
o = \{o_1, o_2, \ldots, o_n\}
\]

\( i.e. \) some condition \( f(o) = 0 \) is satisfied. As we have discussed before, at this point, the probability is \( P(o) = 1/N \). Amplitude Amplification is required to change from \( P(o) = 1/N \) to \( P(o) = 1/2 \).
Amplitude Transfer will measure a different set of $n$ qubits, the measurement-vector. Without confusion, we will use the same notation for the qubits in the measurement-vector:

$$x = \{x_{n-1}, \ldots, x_1, x_0\}. \quad (26)$$

There are $2n$ qubits: $n$ qubits in the oracle-vector, which come out of the Oracle black-box, and $n$-qubits in the measurement-vector. The oracle-vector in Equation (25) is the control qubits. The measurement-vector in Equation (26) is the measurement qubits.

The idea is to transfer the marked state in Equation (25) to the measurement-vector in Equation (26) with high amplitudes. Now we will pair the two groups of qubits so that the control qubits can be applied to some gate circuits:

$$ox = \{(o_{n-1}, x_{n-1}), \ldots, (o_1, x_1), (o_0, x_0)\}. \quad (27)$$

We will initialize the measurement-vector exactly the same way as the Oracle qubits:

$$|\psi'\rangle = |x_{n-1}\rangle \otimes \cdots \otimes |x_1\rangle \otimes |x_0\rangle \quad (28)$$

where

$$|x_0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = |+\rangle = H|0\rangle \quad (29)$$

$$|x_i\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = |+\rangle = H|0\rangle \quad (30)$$

... 

Equation (28) is our starting measurement-vector, i.e. we will omit the following Equation in our design in Figure 4:

$$|+\rangle = H|0\rangle \quad (31)$$

where $H$ is the Hadamard gate.

Although the measurement-vector in Equation (26) and the oracle-vector in Equation (25) are initialized in the same way, they actually have nothing in common. The oracle-vector is measured in Pauli $Z$ direction. We will measure the measurement-vector in Pauli $X$ direction. Equations (29) and (30) are eigenvectors of Pauli $X$ matrix.

The qubit in the oracle-vector and qubit in the measurement-vector in the Amplitude Transfer is related as follows:

$$|0\rangle \Rightarrow |-\rangle, |1\rangle \Rightarrow |+\rangle$$

**Example 2.**

$$|000\rangle \Rightarrow |---\rangle, |001\rangle \Rightarrow |---+\rangle$$

$$|010\rangle \Rightarrow |--\rangle, \cdots$$

$$|0000\rangle \Rightarrow |---\rangle, |0001\rangle \Rightarrow |---+\rangle$$

$$|0010\rangle \Rightarrow |--\rangle, \cdots$$
Equations (28), (29), (30), …, can be rewritten:
\[ |\psi\rangle = |+\rangle \otimes \cdots |+\rangle \otimes |+\rangle \] (32)

Note that in Equation (32), \( |1\rangle \rightarrow |+\rangle \) is already done; therefore, only the basis state \( |0\rangle \) in the oracle-vector will be required to rotate from \( |+\rangle \) to \( |\rangle \) in the measurement-vector. There are numerous ways to complete this rotation.

The reason why Amplitude Transfer works is obvious: the measurement-vector is eigenvector or almost an eigenvector along Pauli X direction. When the measurement-vector is measured, the correct solution will be obtained with a probability of 100% or almost 100%.

Before we present the Amplitude Transfer in Figure 4, we will list the Gate equation required for our design.

7. The Gate Equations Used

We will first list all the Gate equations used in this paper, which are all well-known [1] [2] [3] [4] [5]. We will explain how they will be used. We will need X gate, Phase shift gates, Controlled Phase shift gates, and Hadamard gate.

The Pauli gate \( X \) is:
\[ X = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \] (33)

Note that:
\[ X|+\rangle = |+\rangle, \quad X|\rangle = -|\rangle \] (34)

The above equation indicates that \( |+\rangle \) is an eigenvector of \( X \); in other words, \( |+\rangle \) is measurable along Pauli X direction with a probability of 100% for the eigenvalue of 1. Similarly, \( |\rangle \) is measurable along Pauli X direction with a probability of 100% for the eigenvalue of \(-1\).

The Pauli X gate is also a “Not” gate along Pauli Z direction:
\[ X|0\rangle = |1\rangle, \quad X|1\rangle = |0\rangle \] (35)

Equation (35) will be used for the flipping of control qubits.

Phase shift gates are:
\[ R(\varphi) = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\varphi} \end{bmatrix} \] (36)

where \( \varphi \) is the phase shift. The Phase shift is a family of single-qubit gates that map the basis states:
\[ R(\varphi)|0\rangle = |0\rangle, \quad R(\varphi)|1\rangle = e^{i\varphi}|1\rangle \] (37)

Also,
\[ R(\varphi)|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{i\varphi}|1\rangle) \] (38)

The Hadamard gate (\( H \) gate) has:
\[ H|+\rangle = |0\rangle, \quad H|\rangle = |1\rangle \] (39)
Throughout this paper, for simplicity, the measurable variables are the Pauli $X$ matrix, i.e., the measurement is along the $X$-direction. This measurement direction can be changed from $X$ to $Z$ direction by Equations (39) and (40).

The Controlled Phase shift gates are:

\[
CR(\phi) = |0\rangle\langle 0| \otimes |1\rangle\langle 1| \otimes R(\phi)
\]

So

\[
CR(\phi)|0\rangle|x\rangle = |0\rangle|x\rangle
\]

\[
CR(\phi)|1\rangle|x\rangle = |1\rangle \otimes R(\phi)|x\rangle
\]

Equations (41)-(43) are the main Equations used in the Amplitude Transfer. 

**Figure 3** shows the Controlled Phase shift gates.

**8. $T = O(\log N)$ Amplitude Transfer**

In this section, we will implement Amplitude Transfer. We will use a simple example to show the design in **Figure 4**, and then, generalize the design. Given an unsorted list,

\[
M = \{m_0, m_1, \cdots, m_{L-1}\}
\]

The unstructured search problem is to find a target in the list. A simple example is finding a target, 5, from arbitrary list, $M = \{3, 4, 6, 0, 1, 2, 7, 5\}$. The Oracle will mark target, $5 \ 101 = 101$, which is given in this example.

The Amplitude Transfer will transfer the oracle-vector, $|101\rangle$, to measurement-vector, $|+\rangle$.

Again, the measurement direction is Pauli $X$. Unlike Pauli $Z$ direction, where the base states are $|0\rangle$ and $|1\rangle$; in Pauli $Z$ direction, the base states are $|-\rangle$ and $|+\rangle$. To produce the $O(\log N)$ algorithm, the number of rotations must be $O(\log n)$, or simply $n$. There are numerous ways to achieve this. For example, in Equation (38), let the final angle be $\phi' = \pi$, then the rotation from $|+\rangle$ to $|-\rangle$ is done:

\[
R(\phi)|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + e^{i\phi}|1\rangle) = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle) = |-\rangle
\]

Let the final angle be $\phi' = \pi$ and let the number of rotations be $n$; then each
Figure 4. An example of $O(\log N)$ Circuit Design. The empty gates represent that there are numerous ways to rotate from $|+\rangle$ to $|−\rangle$. An example is 3-rotations: $PPP$, where $P$ is given in Equation (36) with $\varphi = \pi/3$. Note that all the qubits proceed in parallel.

rotation is $\pi/n = \pi/3$. This means that the rotation gates are $PPP$, where $P$ is given by Equation (36) with value, $\varphi = \pi/3$.

At Step 0 in Figure 4, the oracle-vector is:

$$o = \{o_2 = |1\rangle, o_1 = 0|0\rangle, o_0 = |1\rangle\}.$$ 

The initial measurement-vector, based on Equations (28)-(30) is:

$$x = \{x_2 = |+\rangle, x_1 = |+\rangle, x_0 = |+\rangle\}.$$ 

Only the middle qubit needs attention in this example.

At Step 1 (after $X$ gate in Figure 3), using Equation (35), the oracle-vector is:

$$o = \{o_2 = |0\rangle, o_1 = |1\rangle, o_0 = |0\rangle\}.$$
Note that the $X$ gates flipped the control qubits from 101 to 010. This step selects the control qubit so that only the middle qubit is chosen. This will prepare the next step, which will change the measurement-vector from +++ to +−+, where 7 (+++) is the initial state and 5 (+−+) is the final state. Again, Pauli $X$ is the measurement direction.

At Step 2, using Equations (41), (42) and (43), the PPP is only applied to the middle qubit. From Equation (38), we have:

$$\text{PPP} = +.$$ 

The measurement-vector is:

$$\{x_2 = +, x_1 = -, x_0 = +\}.$$ 

Note that at this point, PPP gates rotated $x_1$ qubit from $x_1 = +$ to $x_1 = -$. All three qubits are the eigenvectors of Pauli $X$ matrix; so, if we take a measurement at this point, the only outcome is 101.

At Step 3, take a measurement, the probability $P(101)$ is 1, and the target, 5, is identified.

Let’s us have another example, assuming the problem is finding a target, 2, from $M = \{3, 4, 6, 0, 1, 2, 7, 5\}$.

At Step 0,

$$o = \{o_2 = 0, o_1 = 0, o_0 = 0\}, \quad x = \{x_2 = +, x_1 = +, x_0 = +\}.$$ 

At Step 1,

$$o = \{o_2 = 1, o_1 = 0, o_0 = 0\}, \quad x = \{x_2 = +, x_1 = +, x_0 = +\}.$$ 

At Step 2,

$$x = \{x_2 = -, x_1 = +, x_0 = +\}.$$ 

At Step 3, take a measurement, the probability $P(010)$ is 1, and the target, 2, is identified.

Comment 1: Although the measurement-vector is measured with a high probability to obtain the correct solution, if the oracle-vector is measured, it has a very low probability to obtain the correct solution. In fact, the oracle-vector has a distribution of Equation (5). Oracle and Amplitude Amplification fulfill a different role.

Comment 2: Equation (40) will allow changing the measurement direction from $X$ to $Z$ by inserting $XH$ gates at the end of Figure 4 for $x$-qubits, so the measurement direction is not important theoretically, although it could be very important in the implementation of the circuit.

Generalization from Figure 4, with 3 qubits to $n$ qubits, is trivial: simply repeat the Controlled Phase shift gate $n$ times and replace the empty box in Figure 4 by $P^n$ and set the rotation angle for each $P$ to be:

$$\phi = \frac{\pi}{n}$$  \hspace{1cm} (45)
The input for Figure 4 is Equation (27), which consists of the oracle-vector in Equation (25) and the measurement-vector in Equation (26). The oracle-vector is the output of the Oracle black-box. The output from Figure 4 is a measurement-vector where the correct solution is, or almost is, an eigenvector.

The Time Complexity analysis is straightforward. Note that in Figure 4, all the qubits proceed in parallel so we can simply examine one qubit. Because of \( n \) steps in phase shift gates: \( P^n \), the time complexity is \( T = O(n) = O(\log N) \).

Again, in Figure 4, there are numerous ways to rotate from \( + \) to \( - \).

9. Modified Unstructured Search

The paper introduces two new algorithms for Amplitude Amplification in Grover’s algorithm, reducing the time complexity from \( O(\sqrt{N}) \) to \( O(\log N) \). Through the novel approaches that include geometric series and Amplitude Transfer, this paper aims to enhance the efficiency of quantum computing in problems such as unstructured search problems.

The two new search algorithms proposed in this paper are:
- Initialization;
- Oracle;
- \( O(\log N) \) Amplitude Amplification/Transfer;
- Measurement.

Let the above algorithms be applied to the unsorted search:
- The Initialization given in Equation (5) is \( O(1) \);
- The Oracle is \( O(1) \) because it simply passes the target through the Oracle black box;
- The Amplitude Amplification is \( O(\log N) \), which is the purpose of this paper; and
- The measurement is \( O(1) \).

So the unsorted-list search, based on Amplitude Amplification alone, has a time complexity of \( O(\log N) \).

10. Discussions

In Computer Science and Computational Complexity Theory [9] [10] [11] [12], P and NP are classes of decision problems. P = Polynomial Time and NP = Nondeterministic Polynomial Time. P = NP is one of the most famous unsolved problems in Computer Science and Mathematics. There is no proof that P = NP, and the prevailing belief among most experts is well-known: P < NP.

Quantum Computing leverages the principles of Superposition and Entanglement. An \( O(1) \) step in a quantum computer can be simulated by a classical computer in \( O(2^n) \) steps, where \( n \) is the number of qubits. This is because of Equation (5): simply going through Equation (5), the classical time complexity is \( O(N) = O(2^n) \). Reversely, in some situations, \( O(2^n) \) steps in a classical computer can be simulated in a quantum computer in \( O(1) \) steps. This provides a potential for an \( O(2^n) \) speed up in time complexity. This is the potential power of quan-
tum parallelism.

If an $O(2^n)$ speed could be applied on the NP computation class, then the time complexity of an NP problem would run in polynomial time. This would have significant implications, as it would imply that many computationally difficult problems [9] [10] [11] [12], like the traveling salesman problem, the Boolean satisfiability problem, etc. could be solved in a quantum computer with Polynomial times.

If we apply the two algorithms in Section 9 to an NP problem, we have reduced the time complexity of NP problems to the time complexity of the Oracle black box, because in the algorithm:

- The Initialization is $O(1)$;
- The Amplitude Amplification is $O(\log N)$, which is the purpose of this paper;
- The measurement is $O(1)$.

Oracle is a big topic, and we will discuss the Oracle designs in our other papers [13].

In terms of implementation of the algorithms, both Grover’s Amplitude Amplification and our first algorithm represent a unitary rotation in a unit sphere. Section 5 shows a visual image for these rotations. The practical implementations of both algorithms are equally challenging. Our second algorithm, on the other hand, uses only well-known single qubit gates, so it has the advantages of scalability, robustness, and applicability to many different problems in quantum computing. The current limitations in quantum computing hardware are in the order of 100 qubits, half of which can be used directly for computation (our algorithm requires $2n$ qubits). The latest system, run by Google, has a total of 70 operational qubits [14]. This means that the applicability of the proposed algorithms for solving various problems are quite practical, especially the Amplitude Transfer algorithm.

11. Conclusions

In this paper, we have proposed an $O(\log N)$ Algorithm for Amplitude Amplification and $O(\log N)$ Algorithm for Amplitude Transfer in Grover’s Algorithm, which have significantly reduced the Amplitude Amplification time.

The difference between Grover’s algorithm and our first algorithm is that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series and ours, is a geometric one. Because our Amplitude Amplification ratios converge much faster, the time complexity is improved significantly.

In our second algorithm, we introduced a new concept, Amplitude Transfer where the marked state is transferred to a new set of qubits such that the new qubit state is an eigenstate of measurable variables. When the new qubit quantum state is measured, with high probability, the correct solution will be obtained.
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Appendix: Geometric Series vs Arithmetic Series Comparison

The underlying methodology of our first algorithm is that our geometric series stops much faster than Grover’s arithmetic series. From Equations (9) and (10), our Amplitude Amplification ratio is a geometric series:

\[ r = \beta^0, \beta^1, \beta^2, \cdots, \beta^k, \ \beta > 1 \]  

(46)

In this Appendix, we will demonstrate that the Amplitude Amplification ratio in Grover’s algorithm is an arithmetic series by iterations.

In Grover’s algorithm, Amplitude Amplification is achieved through repeated applications of two main steps:

- **Oracle Operation:** The Oracle marks the target state by inverting its amplitude, which distinguishes the target state from the rest of the states.
- **Inversion with Respect to the Mean:** After applying the Oracle operation, the algorithm applies a transformation known as inversion with respect to the mean. This step reflects the amplitude distribution of all states with respect to the average amplitude, effectively amplifying the amplitude of the target state and reducing the amplitudes of other states.

Again, there are only two different amplitudes because of Equation (8). To distinguish Grover’s algorithm from our first algorithm, we will use a different notation to define the Amplitude Amplification ratio between the marked state and other states:

\[ \alpha(k) = \frac{a_i(k)}{a_0(k)} \]  

(47)

The detailed operation in a single step is:

- Inverting the amplitude of the marked state;
- Computing the mean, and shifting the amplitude coordinate system;
- Reflecting all amplitudes;
- Shifting the amplitude coordinate system back.

Below, let \( \alpha \) be the ratio at step \( k \) and we will follow this process for one iteration and compute the amplification for one iteration.

Inverting the amplitude of the marked state:

\[ a_0' = a_0, \ a_i' = -a_i \]  

(48)

Computing the mean:

\[ \text{avg} = \frac{1}{2^n}(a_0' + a_1' + a_2' + a_3' + \cdots) \]  

(49)

Using the average in Equation (49), amplitude ratio definition in Equation (47), amplitude assumption in Equation (8), and inverting in Equation (48), we have:

\[ \text{avg} = a_0' \left(1 - \frac{\alpha + 1}{2^n}\right) \]  

(50)

Shift the amplitude coordinate system:
$$a'_0 = a'_0 - \text{avg} = a_0 \left( \frac{\alpha + 1}{2^n} \right)$$ (51)

$$a'_1 = a'_1 - \text{avg} = a_0 \left[ -(\alpha + 1) + \frac{\alpha + 1}{2^n} \right]$$ (52)

Reflecting all amplitudes:

$$a^*_0 = -a_0 \left( \frac{\alpha + 1}{2^n} \right)$$ (53)

$$a^*_1 = a_0 \left[ (\alpha + 1) - \frac{\alpha + 1}{2^n} \right]$$ (54)

Shift the amplitude coordinate system back:

$$a''_0 = a^*_0 + \text{avg} = a_0 \left( 1 - \frac{2(\alpha + 1)}{2^n} \right)$$ (55)

$$a''_1 = a^*_1 + \text{avg} = a_0 \left[ (\alpha + 2) - \frac{2(\alpha + 1)}{2^n} \right]$$ (56)

By applying these steps for one iteration, Grover’s algorithm has increased the probability amplitude of the target state while decreasing the amplitudes of other states by the following amount:

$$a''_1 = a''_0 + \alpha = \frac{1 + \alpha}{1 - \frac{2(\alpha + 1)}{2^n}}$$ (57)

For large $n$,

$$\frac{2(\alpha + 1)}{2^n} \ll 1$$

So,

$$\frac{a''_1}{a''_0} \leq 1 + \frac{1 + \alpha}{1}$$

Here $\alpha$ is the current Amplitude Amplification ratio between the marked state and other states, and the LHS is the ratio after one iteration, $\alpha(k + 1)$. The iterative equation for $\alpha$ is:

$$\alpha(k + 1) \leq 2 + \alpha(k)$$ (58)

At $k = 0$, the amplitudes are given by Equation (5), so

$$\alpha(0) = 1$$

At $k = 1$,

$$\alpha(1) \leq 2 + \alpha(0) = 3$$

At $k = 2$,

$$\alpha(2) \leq 2 + \alpha(1) = 5$$

...
is an arithmetic series:

\[ 1, 3, 5, 7, \ldots, 2K + 1 \quad (59) \]

This arithmetic series leads to \( O(\sqrt{N}) \) Time Complexity [6].