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Abstract 
In recent research from the total number of new cancer cases in Africa about 
29.46% and in Ethiopia 31.85% are breast cancer cases. 25.84% of all cancer 
related death is from breast cancer. One of the challenges in the treatment of 
breast cancer is early detection. Researchers agreed that, improving the pre-
ventive mechanism of breast cancer is an early predicting and detecting mod-
el. Research efforts are continuing to present different solution approaches 
using advanced techniques of Artificial intelligence (AI), Machine learning 
(ML), Deep Learning (DL), and Computational Intelligence as well. A genetic 
algorithm is a hyper-parameter optimization algorithm that belongs to the 
class of evolutionary algorithms. Genetic Algorithm (GA) is used for complex 
search spaces for search and optimization. This reviewed literature paper 
shows the positive effect of GA in the diagnosis of breast cancer on AI algo-
rithms. 
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1. Introduction 

Cancer is a broad term for a range of diseases that are caused by the uncon-
trolled spread of a body’s cells. These cells ultimately form a tumor in the body 
and are possibly to invade surrounding tissue or spread throughout the body [1] 
[2]. 

Machine learning consists of a wide range of algorithms that are programmed 
to solve problems based on data, [3], often by identifying patterns [4] that are 
invisible to humans. In order to achieve actionable accuracy, these algorithms 
are improved either by optimizing the parameters of the machine learning or by 
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reducing irrelevant data by feature selection. Genetic algorithms (GAs) are one 
class of metaheuristic algorithms that were inspired by biological genetic me-
chanisms to choose optimal solutions [1]. GAs can be applied either as the base 
classifier, or as an optimized for the parameters of base classifiers [5], or as a 
feature selector on the data [1]. 

In order to make cancer-related healthcare optimized and accessible to all, it is 
important that early detection and noninvasive testing for various types of can-
cer are widespread and accurate. Since accuracy and efficiency are incredibly 
important features for any cancer detection process, there is a need for a highly 
accurate optimization function for parameters and features. Because of this, the 
metaheuristic GA is a popular field of research for cancer detection and predic-
tion-based algorithms. 

This paper presents a literature review of the impact of genetic algorithms in 
the detection and prediction of cancer. The various research studies are orga-
nized based on the function of the utilized GA. The final result of the paper will 
deduce on the impact of GA in the accuracy of the diagnosis of BC for early de-
tection and prediction. 

2. Genetic Algorithm 

The genetic algorithm is a hyper-parameter optimization algorithm. The genetic 
algorithm is a kind of heuristic algorithm inspired by the theory of evolution. It is 
widely used in search problems and optimization problems [6] [7], by performing 
biological heuristic operators such as selection, mutation, and crossover [8]. 

In Paper [2] to verify the performance of GA on the transfer CNN tasks, three 
datasets (Dataset 1, 2 and 3) are tested. The genetic operations show a significant 
improvement in the average accuracy on all the given datasets. The accuracy in 
the first generation is barely better than a random choice. While after the system 
converged to the best individual achieved an accuracy of 97%. Around the 14th 
generation, the system converged and gives the average recognition accuracies at 
93%, 90%, and 87% of the three datasets, respectively. The average recognition 
accuracy is updated from 76% to 88% by generation [2]. The best individual 
gives a fairly high accuracy in the first generation. But it still can be proved that 
the GA is more efficient than a random search for diagnosing Breast Cancer. 
The Genetic algorithm works to optimize neural networks by adjusting the 
weights and the bias. In order to give more accuracy in a neural network, use a 
hybrid genetic algorithm. 

In the paper [9], the performance comparison of various deep neural network 
models architecture found by GA and PSO on validation set. GA was imple-
mented to provide the optimal number of hidden layer and hidden nodes. The 
experiment was done with Neural Network of having 6 hidden layers and 297 
hidden nodes each of with ReLu activation function. And then re-implement GA 
on the first result, got a significant result. The model in the prediction of 
BRCA1/BRCA2 is pathogenicity with the precision of 99.65% and AUC of 98.65. 
GA showed improvement with a precision of 98.96%, [9]. 
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The ideal scenario of applying GA is if there is not much data available and 
the theory on the problem is not remarkably high. On the other side, CNN and 
DL could perform better when working with a large amount of data [9] [10]. Use 
the global search capability of the GA to evolve the CNN weights for the histo-
pathological breast image classification problem [11], train CNN model using 
the BreakHis dataset images as input and three different optimization approach-
es. In research paper [11], GA-based classifier performs almost as powerfully as 
the Adam optimizer, with a negligible difference. The batch size is equal to 32, 
the other two algorithms have the best accuracy, and when the batch size is equal 
to 128, GA has scored best accuracy. Paper [8], uses search method based on the 
principles of natural selection and genetics [8]. Likewise, combined Genetic Al-
gorithm and SVM has performed a high rank and selected the best ones in a few 
generations [12]. Second, the author used another GA to perform feature selec-
tion in the ensemble method, which is worked in conjunction with the SVM. In 
this method, the small set of features becomes best in classifying the data con-
cerning breast cancer diagnosis at the stage. 

In addition, using GA in combination with other algorithms enhances the ac-
curacy of results in the case of a small data set. The main advantages of hybri-
dized GA with other methods, [7] [12] [13] are better solution quality, better ef-
ficiency, a guarantee of feasible solutions, and optimized control parameters. 
Hybridization of intelligent techniques for an effective predictive model is essen-
tial as reported, [11]. The accuracy of the GA and ANN hybrid model has great-
er than the single Back propagation neural network (BPANN). Using principles 
of global optimization, GANN performed well.  

In the research paper, [12], is extracted a series of image features from 146, 29 
malignant and 117 cases were benign. The decision tree based EG2 algorithm was 
used for classification. GA is used to select the best Multi Classifier System (MCS), 
which the author used to create multiple random subsets of attributes (ensemble), 
which consists of a set of the independently trained classifier. In this work, the en-
semble has several sets ranging from 1, 3, 5 and 7 fold cross-validation, the cros-
sover performed at two points. The GA iteration stops as the criterion was the 
moment when 100 new populations were generating without increasing. The 
paperwork, [12] registered an accuracy of 91.09%, the sensitivity of 80.60%, and 
the specificity of 94.82% was achieved, with Ensemble V = 7. 

In the research paper [13], the algorithm C4.5 has an accuracy of 91.2% with 
the combination of K-Means clustering (K = 2) and combining with GA as a 
feature selection accuracy become 94.824%. These it improved by 3.596% of ac-
curacy in the diagnosis of breast cancer. 

In the paper of [12] [14] [15], the genetic algorithm-based weighted average 
method, can be implemented in the prediction of multiple models. The compar-
ison has been done between Particle swarm optimization (PSO), Differential 
Evolution (DE) and Genetic algorithm (GA). The genetic algorithm outperforms 
weighted average methods. The other comparison has been done between the 
classical ensemble method and GA based weighted average method and deduced 
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that GA based weighted average method outperforms.  
Paper [16], propose a methodology for classifying the breast as normal and 

abnormal. It contributes to the development of automatic segmentation of RoI. 
To reduce the number of features and increase the performance classifier, the 
Authors used GA. The results obtained were: 98% accuracy, 97% sensitivity, and 
100% specificity using the Artificial Neural Networks (ANN) classifier. 

3. Research Methodology 

Research papers collected from different publishers in the years 2018 to 2022. 
The research applied to the mammogram image type, Databases from Medline 
(Ovid), Embase (Ovid); Web of Science, and the Cochrane Database of Syste-
matic Reviews (CENTRAL). The topics focused on image classification and 
analysis using Artificial intelligence, Machine learning, and Deep Learning for 
the prediction and detection of Breast cancer of those hybridized with genetic 
algorithms in effect to compare the result. GA uses for feature selection to op-
timize the performance of the accuracy of the diagnosis. Papers organize with AI 
algorithms having the best accuracy, sensitivity, and specificity. In addition, se-
lection criteria are highly applicable in public research, WDBC, and Kaggle. The 
target features of the breast cancer image and the stage of the tumor are taken as 
the methods of the review for this paper. 

4. Result 

Algorithm C4.5 combining with GA has highest accuracy comparing with the 
combination of K-Means in the diagnosis of breast cancer, [13]. There is around 
3.6% of improvement in the accuracy of feature selection when combining with 
GA. GA runs to optimize the result of neural networks to classify Breast cancer. 
GA used for feature selection to choose best fitness value for diagnosis with the 
WDBC data set from UCI ML repository, [15].  

The performance in Table 1 shows an improvement using GA in run two 
with different layers. 

Because of the best fitness selection criterion, the error rate decrease when 
using GA with ANN [15] to diagnose breast cancer. GA-NN technique has 
shown in Table 2 a proper precision in cancer diagnosis. 

 
Table 1. Metaheuristic performances on run 1 and run 2 [9]. 

Models Precision Sensitivity Specificity Accuracy AUC 

GA (run 1) 0.9897 0.9822 0.9899 0.9861 0.9848 

GA (run 2) 0.9896 0.9879 0.9901 0.9892 0.9869 

 
Table 2. The test result technique performance, [15]. 

Algorithm TEST DATA CANCER DATA MSE Accuracy 

NN 200 182 4.8E-6 0.91 

GANN 200 188 5.4E-12 0.94 
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5. Discussion 

In these research papers, we noticed that even though there is a big change in the 
diagnosis of breast cancer, still it is the second cancer disease registered to death. 
AI has a noble impact on the enhancement of performance in the diagnosis of 
breast cancer. However, it has a gap to utilize and address in medical imaging 
analysis. First, deep learning needs big data set for pre-training the image, and 
the second one is to create a new algorithm, used by a lesser data set for training 
the data. The diagnosis performance depends largely upon the volume of raw 
data and the quality of training. Thus quality DL requires high-quality image 
data as input. The advantage of the genetic algorithm remains the ability to 
achieve the optimal solution from a limited population. 

Based on the current data analysis and research, radiologists miss 15% to 35% 
of breast cancer from mammography image data. In addition, most research 
papers focus mainly on the accuracy metrics to evaluate the performance of de-
tecting breast cancer, instead of using the confusion matrix. The future has to 
focus on AUC and F-Score matrix to evaluate the performance of the training 
and to detect the first stage of breast cancer. 

Besides this, there has to be a highly accurate algorithm to predict early, 
whether the tumour is cancer or not. Further research is needed to enhance the 
performance of current AI, ML, DL, and ANN technologies with a smaller data-
set. From this paper, we noticed that the feature selection can use GA to improve 
the accuracy of the diagnosis. And hence we recommend that in the algorithm of 
ML and DL hybridized GA is a crucial point. 
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