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Abstract 
In this paper, the CMA-TRAMS tropical high-resolution system was used to 
forecast a typical hot weather process in Guangdong, China with different 
horizontal resolutions and surface coverage. The results of resolutions of 
0.02˚ and 0.06˚ were presented with the same surface coverage of the Glo-
beLand30 V2020, companies with the results of resolution 0.02˚ with the 
USGS global surface coverage. The results showed that, on the overall assess-
ment the 2 km model performed better in forecasting 2 m temperature, while 
the 6 km model was more accurate in predicting 10 m wind speed. In the 
evaluation of representative stations, the 2 km model performed better in fo-
recasting 2 m temperature and 2 m relative humidity at the coastal stations, 
and the 2 km model was also better in forecasting 2 m pressure at the repre-
sentative stations. However, the 6 km model performed better in forecasting 
10 m wind speed at the representative stations. Furthermore, the 2 km model, 
owing to its higher horizontal resolution, presented a more detailed stratifica-
tion of various meteorological field maps, allowing for a more pronounced 
simulation of local meteorological element variations. And the use of the sur-
face coverage data of the GlobeLand30 V2020 improved the forecasting of 2 
m temperature, and 10 m wind speed compared to the USGS surface coverage 
data. 
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1. Introduction 

In the context of global warming, the occurrence of extreme weather events has 
become more frequent. Predicting these events in advance using numerical 
weather models is crucial for the safety of human life and property. The meteo-
rological industry worldwide focuses on researching and improving the utiliza-
tion of these models. With advancements in computer technology and the 
availability of meteorological data, the accuracy of numerical weather prediction 
has significantly improved. 

Moreover, there has been a gradual improvement in the resolution of global 
numerical weather prediction models, enhancing their performance in forecast-
ing meteorological elements [1]. The global model developed by the ECMWF 
(European Centre for Medium-Range Weather Forecasts) now has a horizontal 
grid distance of less than 10 km, leading to significant improvements in tempor-
al and spatial resolution. This advancement has greatly contributed to the 
progress of global weather forecasting operations. Furthermore, the develop-
ment of regional numerical models for small and medium-scale operational 
weather prediction has been accelerated by utilizing the high-resolution back-
ground field of the global model. In recent years, there has been rapid devel-
opment in high-resolution regional numerical models, with the operational 
application of kilometer-scale models. Several countries have established re-
gional numerical weather prediction systems with horizontal grid spacing 
ranging from 1 to 3 km. For instance, the UK Meteorological Office has im-
plemented a 1.5 km high-resolution regional model and a 2.2 km regional en-
semble forecast system based on the unified model [2]. Meteo France has devel-
oped a 1.3 km high-resolution regional model and a 2.5 km regional ensemble 
forecast system. Similarly, the German Meteorological Office has established a 
2.8 km high-resolution regional model and a 2.8 km regional ensemble forecast 
system. 

Many scholars have been exploring the development of high-resolution regional 
numerical models to forecast regional weather processes and evaluate their per-
formance. Lean et al. [3] conducted simulations using various high-resolution 
numerical prediction models with a horizontal grid spacing of 12 km, 4 km, and 
2 km to test summer convective precipitation events in the UK. They found that 
the 4 km and 1 km models provided precipitation closer to reality and per-
formed better than the 16 km model for precipitation threshold prediction, but 
had poor representation in the early stage of simulation and prediction. Gao et 
al. [4] used the WRF (Weather Research Forecast) numerical forecasting model 
with a 4 km horizontal grid spacing to simulate extreme heat waves and precipi-
tation events in the eastern United States. They found that the high-resolution 
model significantly improved the forecasting of extreme weather events. Latt et 
al. [5] found that the high-resolution COSMO-CLM (Continuous Consortium 
for Scale Modeling in Climate Mode) model simulation portrayed the main cha-
racteristics of regional winds, with the regional climate numerical model per-
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forming better in regions with complex topography. For certain extreme weather 
conditions and regions with complex terrain, higher model resolution leads to 
some improvement in simulation results. However, during general weather 
processes, regional high-resolution models exhibit satisfactory simulation per-
formance. Chen et al. [6] combined the WRF model with a 1 km horizontal res-
olution and the UCM (Urban Canopy Model) to simulate a prolonged heatwave 
in Hangzhou, China. The high-resolution model reasonably simulated the spa-
tial and temporal characteristics of meteorological elements during the heat-
wave. De Meij et al. [7] incorporated the latest surface coverage dataset into the 
WRF model with a 5 km horizontal resolution to investigate the effects on me-
teorological conditions in summer and winter. Based on GRAPES (Global and 
Regional Assimilation and Prediction System), the CMA-TRAMS tropical 
high-resolution model was developed at the Guangzhou Institute of Tropical 
and Marine Meteorology, Guangzhou, China. Chen et al. [8] tested its 3.0 ver-
sion with a real-time application showing its advantages in forecasting fine rain, 
heavy rain, surface elements, etc. Poschlod et al. [9] used three high-resolution 
regional numerical models to generate daily precipitation regression levels and 
evaluated their forecasting performance by comparing them with observed data. 
The results showed that the three high-resolution models provided relatively re-
liable precipitation predictions. Mohanty et al. [10] simulated the prediction of 
the tropical cyclone Fani over the Bay of Bengal using two high-resolution nu-
merical prediction models, which accurately predicted the storm’s location and 
intensity. Lin et al. [11] assessed the forecasting capabilities of regional high-reso- 
lution numerical models for meteorological elements such as precipitation, surface 
temperature, and wind fields in the South China region. The model horizontal 
resolutions considered were 1 km and 3 km. The results indicate that both 
high-resolution models can effectively simulate this weather event, with each 
demonstrating advantages in forecasting various meteorological elements. 

Guangdong Province, the largest economic province in China, houses the 
Pearl River Delta urban agglomeration, one of the three largest megacities in the 
country. Its rapid population and economic growth have accelerated urbaniza-
tion, with an urbanization rate of 71.45% by the end of 2020 [12]. As urbanization 
continues, the region’s climate is gradually warming, leading to frequent and pro-
longed hot weather events in summer [13]. Understanding the spatial and tem-
poral distribution characteristics of errors in the regional high-resolution numeri-
cal weather prediction model in Guangdong Province is crucial for improving 
forecast accuracy and aiding forecasters in assessing model performance. This 
study focuses on evaluating the CMA-TRAMS model’s forecasts with different 
horizontal resolutions and surface coverages. In order to justify the choice of 
input data and the parameters of the CMA-TRAMS model, the results were as-
sessed by mean absolute and root mean square errors of 2 m temperature and 10 
m speed wind speed predictions, and comparison between the results of different 
resolutions and surface coverages were performed to check their effects. 
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2. Methodology of Information and Experimental Design 
2.1. Model Setup and Data Description 

CMA-TRAMS was used in this paper to test three cases with different horizontal 
resolutions and/or surface coverages. The first case referred to hereafter as the “2 
km-20 model” has a calculating region starting at the latitude of 10˚N and lon-
gitude of 102˚E with a horizontal resolution of 0.02˚. The horizontal grid dimen-
sions are 1250 × 1000. The second, referred to as the “6 km-20 model”, has a hori-
zontal resolution of 0.06˚, starting at a latitude of 10˚N and a longitude of 100˚E. 
The horizontal grid dimensions are 382 × 332. The two cases both used the 2020 
GlobeLand30 global surface coverage, in contrast to the third case, in which the US 
Geological Survey (USGS) global surface coverage was used, referred to as the 
“USGS model” having the same calculating region and horizontal resolution with 
the “2 km-USGS model”. All three cases employ the same parameterization 
schemes, including the WSM6 (Single-Moment 6-Class Microphysics scheme) 
cloud microphysics, RRTM (Rapid Radiative Transfer Model) longwave and 
shortwave radiation, MRF boundary layer, SLAB heat diffusion, and SAS (Simple 
Arakawa-Schubert scheme) cumulus cloud schemes. The vertical direction is di-
vided into 65 layers, with the top of the model reaching a height of 30,000 m. The 
integration time steps were set to 30 s, 50 s, and 30 s respectively for the three cases. 

The model utilizes the ECMWF 0.125˚ forecast information every 6 hours for 
generating initial and boundary conditions. The model simulation was performed 
at 2020070500 (UTC, the same as below), with the top layer extending up to a 
maximum height of 20,000 m. The simulation time spans from 2020070500 to 
2020070700 for a duration of 48 hours. The observational data used in this study 
were sourced from Guangdong Province, specifically hourly observations from 
national and regional automatic meteorological stations, including temperature, 
wind speed, relative humidity, and other meteorological elements. 

2.2. Introduction and Processing of Surface Cover Type Data 

This paper incorporated the 2020 GlobeLand30 global surface coverage data into 
a high-resolution regional numerical model for a comparative analysis with the 
default USGS surface coverage data. The aim is to investigate the impact of dif-
ferent surface coverage datasets on the simulation and prediction capabilities of 
the high-resolution model. 

The GlobeLand30 surface coverage data adopts the WGS-84 coordinate sys-
tem and the UTM projection method, covering a vast land area from 80˚ north 
to 80˚ south latitude. With a spatial resolution of 30 meters, GlobeLand30 data 
has been extensively analyzed and evaluated by numerous scholars, consistently 
demonstrating high accuracy across both temporal and spatial scales [14] [15]. 
On the other hand, the USGS global surface coverage dataset is derived from the 
1-kilometer AVHRR (Advanced Very High-resolution Radiometer) data col-
lected by USGS from 1992 to 1993. The data was processed using unsupervised 
image classification methods. It is also based on the WGS-84 coordinate system 
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and UTM projection but with a resolution of 1 kilometer. 
To successfully integrate the GlobeLand30 data into the model, the following 

specific processing steps were implemented: 
1) Download the 2020 GlobeLand30 surface coverage data for the experimen-

tal simulation area addressed in this paper. 
2) Utilize GIS ArcGIS software to perform secondary development on mul-

tiple images, stitching them together to obtain the 2020 surface coverage data for 
the study area. 

3) Reclassify and map the data into the 24 classes defined by USGS. 
4) Use the GDAL spatial data conversion library to convert the obtained sur-

face coverage data from TIF format to binary format for static data storage. Ad-
ditionally, modify the index file to reflect the appropriate data storage format, 
range, and resolution. 

5) Adjust the file paths in the model-related files to ensure easy access to the 
data during the compilation and execution stages of the model. 

2.3. Test Methods 

The weather element test was conducted to assess the model’s reliability in si-
mulating weather processes and evaluate its performance with Mean Absolute 
Error (MAE), Root Mean Square Error (RMSE) and Absolute Error (AE) statis-
tical measures for 2 m temperature, 10 m wind speed, 2 m pressure, and 2 m rel-
ative humidity in this paper. The statistical formula is as follows: 

 1

1 ˆMAE n
i ii x x

n =
= −∑  (1) 

 ( )
2

1

1 ˆRMSE n
i ii x x

n =
= −∑  (2) 

 ˆAE i iy y= −  (3) 

where ix : simulated values on the model grid points; ˆix : station observations 
obtained by interpolation; n: total number of weather stations, iy : simulated 
values for the site; ˆiy : observed values for the site. 

To facilitate the evaluation test, the station observation data was interpolated 
to the model grid points using bilinear interpolation. The simulated values at 
each grid point were then compared with the corresponding observed values. 
Absolute errors at representative sites were calculated from the simulated values 
and the observed values at representative sites. The calculating region and the 
station locations (Chaozhou, Huadu, Shaoguan, and Zhanjiang) were presented 
in Figure 1, in which the surface coverage of the region was also presented. 

2.4. Experimental Design 

This paper designed three cases of experiments, namely the aforementioned “2 
km-20 model”, “6 km-20 model” and “2 km-USGS model”. The first case had a 
horizontal resolution of 0.02˚ with the 2020 GlobeLand30 global surface coverage 
data, the second resolution of 0.06˚ with the 2020 GlobeLand30 global surface  
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Figure 1. Overview of GlobeLand30 surface coverage and distribution of representative 
stations in Guangdong Province in 2020. 

 
coverage data and the third resolution of 0.02˚ with the USGS global surface 
coverage data. All three cases had the same parameterization schemes and were 
used to simulate the same weather process. 

3. The Significance of Weather Description and Time Period 
Selection for the Simulation Period 

In July 2020, Guangdong Province experienced an unusually high average tem-
perature, 1.5˚C higher than the historical average for the same period. The aver-
age temperature in July reached a record high of 30˚C since meteorological 
records began. From July 5 to 7, 2020, the province encountered a three-day 
heatwave. This simulation period represents a typical and extensive hot weather 
process in Guangdong Province. Evaluating the performance of the regional 
high-resolution weather prediction numerical model during this hot weather pe-
riod provides valuable insights into its effectiveness and offers guidance for im-
proving refined weather prediction in the region. It also assists model developers 
in identifying areas for technical enhancement. 

4. Analysis of Results 
4.1. Overall Assessment of 2 m Temperature and 10 m Wind 

Speed Forecasts 

To justify the choice of the schemes and parameters used in CMA-TRAMS in 
this paper. the mean absolute error (MAE) and root mean square error (RMSE) 
of the 2 m temperature and 10 m wind speed for 6 h, 12 h, 18 h, and 24 h in the 
Guangdong province region were presented in Figure 2. For the three models, 
the MAE and the RMSE of the 2 m temperature fell below 3.1˚C and 3.6˚C, re-
spectively. And the MAE and the RMSE of the 10 m wind speed fell below 2.6  
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Figure 2. Presents the mean absolute errors ((a), (b)) and root-mean-square errors ((c), (d)) of the 2 m tempera-
ture ((a), (c)) and 10 m wind speed ((b), (d)) for both the 2 km and 6 km models. 

 
m/s and 3.2 m/s respectively. These errors fell within the acceptable range, indi-
cating the relative reliability of the aforementioned models for forecasting the 2 
m temperature and 10 m wind speed. 

It also can be seen in Figure 2, there is no significant difference in the MAE 
and RMSE between the 2 km-20 and the 2 km-USGS models for the 2 m tem-
perature forecast that was generally slightly better predicted when compared with 
the results with the 6 km model, particularly for the 12 h and 24 h forecasts. The 
average MAE was 1.89 and the average RMSE was 2.28 for the 2 km models, com-
pared to an average MAE of 1.96 and an average RMSE of 2.46 for the 6 km model. 

Regarding the forecast of the 10 m wind speed, the 2 km-20 model slightly 
outperforms the 2 km-USGS model at 12 h, 18 h, and 24 h. However, the 6 km 
model demonstrates significantly better forecasting performance than the 2 km 
models, similar to the results obtained by Lin et al. [11]. 

4.2. Characterization of Stations 

In addition to the overall assessment of the three models, four national stations 
were chosen in Guangdong province, namely ChaoZhou, HuaDu, Shaoguan and 
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Zhanjiang (the locations were shown in Figure 1), whose observation results 
were used to compare with the predictions. The absolute errors (AEs) between 
the observed values and the forecast results of the 2 km model and the 6 km 
model, obtaining the AE time series for each meteorological element over a 
24-hour period, are shown in Figures 3-6. 

4.2.1. 2 m Temperature 
Figure 3 displays the time series of AEs for the 2 m temperature of the 2 km-20 
model and the 6 km-20 model at the four stations. Overall, the maximum abso-
lute error for both models does not exceed 5˚C, remaining reasonable for tem-
perature forecasting. Analyzing the time series of absolute errors for 2 m tem-
perature, it was evident that the HuaDu and Shaoguan stations exhibit signifi-
cant fluctuations in forecast accuracy for both models. Comparing the 2 m tem-
perature AE time series across the four stations, it became clear that the 2 km-20 
model provides superior forecasts at Chaozhou and Zhanjiang stations com-
pared to the 6 km-20 model. The absolute errors for the 2 km-20 model were 
smaller, and the AE curves were smoother during the 0512-0524 time period. 
The average absolute error for 24-hour 2 m temperature at Chaozhou station 
was 2.05˚C for the 2 km-20 model and 2.34˚C for the 6 km-20 model. Similarly, 
the average absolute error for 24-hour 2 m temperature at Zhanjiang station was 
1.15˚C for the 2 km-20 model and 1.67˚C for the 6 km-20 model. Thus, it can be 
concluded that the 2 km-20 model performed better than the 6 km-20 model for 
coastal stations, particularly regarding 2 m temperature forecasts. 

4.2.2. 10 m Wind Speed 
Figure 4 displays the time series of AEs for the 10 m wind of the 2 km-20 model 
and the 6 km-20 model at the four stations. Overall, the maximum absolute er-
ror for both models does not exceed 4 m/s, which is still reasonable for wind 
speed forecasting. Comparing the AE time series for 10 m wind speed at the four 
stations between the two models, it was apparent that the 2 km-20 model 

 

 
Figure 3. Time series of absolute errors (AEs) in 2 m temperature for four stations in the 2 km-20 model (a) and the 6 
km-20 model (b). 
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exhibits larger fluctuations and higher absolute errors compared to the 6 km-20 
model. This aligned with the previous findings that the MAE and RMSE for 10 
m wind speed in the 2 km-20 model were larger than those in the 6 km-20 model 
for the Guangdong province region. In the 2 km-20 model, the MAE for 24-hour 
10 m wind speed at HuaDu, Chaozhou, Shaoguan, and Zhanjiang stations were 
1.04 m/s, 1.29 m/s, 1.30 m/s, and 1.30 m/s, respectively. In the 6 km-20 model, 
the MAE for 24-hour 10 m wind speed at HuaDu, Chaozhou, Shaoguan, and 
Zhanjiang stations were 0.65 m/s, 0.89 m/s, 1.13 m/s, and 1.07 m/s, respectively”. 

4.2.3. 2 m Pressure 
Figure 5 displays the time series of AEs for the 2 m pressure of the 2 km-20 
model and the 6 km-20 model at the four stations. By comparing the time series 
of AE in 2 m pressure at the two sets of test stations, it became evident that the 2 
km-20 model performs better than the 6 km-20 model in forecasting 2 m pres-
sure overall, particularly at the Chaozhou and Shaoguan stations. In the 2 

 

 
Figure 4. Time series of absolute errors (AEs) in 10 m wind speed for four stations in the 2 km-20 model (a) and the 6 
km-20 model (b). 

 

 
Figure 5. Time series of absolute errors (AEs) in 2 m pressure for four stations in the 2 km-20 model (a) and the 6 
km-20 model (b). 
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km-20 model, the 24-hour average absolute errors of 2 m pressure at HuaDu, 
Chaozhou, Shaoguan, and Zhanjiang stations were as follows: 2.9 hPa, 0.76 hPa, 
2.76 hPa, and 1.43 hPa, respectively. On the other hand, in the 6 km-20 model, 
the 24-hour average absolute errors of 2 m pressure at the same stations were as 
follows: 2.32 hPa, 9.39 hPa, 8.44 hPa, and 2.07 hPa, respectively. 

4.2.4. 2 m Relative Humidity 
Figure 6 displayed the time series of AEs for the 2 m relative humidity of the 2 
km-20 model and the 6 km-20 model at the four stations. Analyzing the time se-
ries of 2 m relative humidity AEs at the four stations, it was evident that the 
fluctuations in the time series of 2 m relative humidity absolute errors were 
more pronounced in the two groups of tests at the HuaDu and Shaoguan sta-
tions. For the Chaozhou and Zhanjiang stations, the 2 km-20 model showed 
smaller absolute errors in 2 m relative humidity compared to the 6 km-20 model, 
with more noticeable differences during the 0512-0524 time period. In the 2 
km-20 model, the 24-hour MAEs of 2 m relative humidity at the Chaozhou and 
Zhanjiang stations were 7.66% and 4.54%, respectively. On the other hand, in 
the 6 km-20 model, the 24-hour MAEs of 2 m relative humidity at the same sta-
tions were 9.06% and 6.2%, respectively. This difference can be attributed to the 
fact that 2 m temperature had a greater influence on 2 m relative humidity, and 
at the Chaozhou and Zhanjiang stations the forecasts of 2 m temperature in the 
2 km-20 model during the 0512-0524 time period were better than those in the 6 
km-20 model, thus demonstrating better performance in forecasting 2 m relative 
humidity during that time frame. 

4.3. Impact of Different Sets of Surface Coverage Data on Regional  
High-Resolution Numerical Model Simulations 

In order to compare the forecasts of different surface coverage, the results of 2 
km-20 and 2 km-USGS models are presented companying observed measures in  

 

 
Figure 6. Time series of absolute errors (AEs) in 2 m relative humidity for four stations in the 2 km-20 model (a) and 
the 6 km-20 model (b). 
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Figure 7 & Figure 8, in which the surface coverage data of the GlobeLand30 
V2020 and the USGS global surface coverage were used respectively. 

4.3.1. 2 m Temperature 
Figure 7 shows the time series of 2 m temperature for the 2 km-20 and the 2 
km-USGS models at four stations. The simulated 2 m temperatures from the 
high-resolution model under different sets of surface coverage data were com-
pared with the observed values. Overall, the simulated 2 m temperatures at the  

 

 
Figure 7. Time series of 2 m temperature of 2 km-20 model and 2 km-USGS model at 4 stations ((a) HuaDu; (b) ChaoZhou; (c) 
Shaoguan; (d) Zhanjiang). 
 

 
Figure 8. Time series of 10 m wind speed of 2 km-20 model and 2 km-USGS model at 4 stations ((a) HuaDu; (b) ChaoZhou; (c) 
Shaoguan; (d) Zhanjiang). 
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four stations for both sets of experiments showed a similar trend compared to 
the observed values. During the 0512-0524 time period, the simulated tempera-
tures were lower than the measured values, and there was little difference be-
tween the two experiments. 

For ChaoZhou, Shaoguan, and Zhanjiang stations, the simulated and meas-
ured temperatures were in good agreement during the 0512-0524 time period. 
However, at HuaDu station, the 2 km-20 model showed higher temperatures 
than the measured values during the high-temperature period, while the 2 
km-USGS model showed some simulated values lower than the measured values 
during the high-temperature period. 

4.3.2. 10 m Wind Speed 
Figure 8 illustrates the time series of 10 m wind speeds for the 2 km-20 and the 
2 km-USGS models at four stations. Similar to the 2 m temperature, the high- 
resolution model simulated the 10 m wind speed under different surface cover-
age datasets, and the results were compared with the observed values. 

The simulation results of both models were consistent with the observed val-
ues, but the simulated values were generally larger than the measured values. In 
the 2 km-20 model, most of the simulated values were lower than those in the 2 
km-USGS model to varying degrees, indicates that the 2 km-20 model showed a 
slightly better forecast effect on the 10 m wind speed compared to the 2 
km-USGS model. This finding aligned with the conclusions mentioned in the 
previous section. 

4.4. Meteorological Field Simulation Analysis 

As shown in the previous section, the overall and stational errors did not vary 
significantly between different models. In order to further compare the perfor-
mance of the aforementioned three models, the spatial distribution of 2 m tem-
perature and 10 m wind speed were presented in Figure 9 & Figure 10. The re-
sults of the 6 km-20 and 2 km-USGS models were compared with that of the 2 
km-20 model. 

4.4.1. 24-Hour Average Meteorological Field 
Figure 9 presented the 24-hour average 2 m temperature field maps, 10 m wind 
field maps, and 2 m relative humidity field maps for the 2 km-20 model and the 
6 km-20 model in Guangdong Province. Overall, the spatial distribution of me-
teorological elements simulated by the two sets of experiments was generally con-
sistent. However, due to the higher horizontal resolution employed in the 2 km-20 
model, its simulation of various meteorological field maps was more detailed in 
stratification. Based on the 24-hour average 2 m temperature field maps (a) and 
(b), it can be observed that the 2 km-20 model simulates a range of temperatures 
above 18˚C that was significantly larger in the Pearl River Delta and Chaoshan re-
gions compared to the 6 km-20 model. Moreover, it was evident that the 2 km-20 
model simulates higher high temperatures and lower low temperatures. 
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Figure 9. 24-hour averaged 2 m temperature ((a), (b)), 10 m wind speed ((c), (d)), and 2 m relative humidity ((e), (f)) for the 2 
km-20 model ((a), (c), (e)) and the 6 km-20 ((b), (d), (f)) model. 

 
Observing the 24-hour average 10 m wind field maps (c) and (d), there were 

noticeable differences in the depiction of wind speed in local areas between the 
two sets of experiments. Additionally, there were differences in the description 
of wind direction changes, with the 2 km-20 model showing more pronounced  
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Figure 10. Difference maps of 24-hour average 2 m temperature (a), 10 m wind speed (b), and 2 m relative humidity (c) between 
the 2 km-20 model and the 2 km-USGS model. 
 

changes in wind direction in the northern part of the Pearl River Delta. As 
shown in the 24-hour average 2 m relative humidity field maps (e) and (f), due 
to the influence of 2 m temperature to some extent on 2 m relative humidity, the 
2 km-20 model simulated a range of 2 m relative humidity below 85% that was 
significantly larger in the Pearl River Delta and Chaoshan regions compared to 
the 6 km-20 model. 

4.4.2. 24-Hour Mean Meteorological Field Difference 
Figure 10 presented the difference maps of the 24-hour average 2 m tempera-
ture, 10 m wind, and 2 m relative humidity fields between the 2 km-20 model 
and the 2 km-USGS model (the results of the 2 km-20 model minus that of the 2 
km-USGS model) in Guangdong Province. From the average 2 m temperature 
difference map (a) of the two models, it can be inferred that the 2 km-20 model 
simulates an average 2 m temperature in the Pearl River Delta region that is 
0.6˚C - 1˚C higher than that simulated by the 2 km-USGS model, with some lo-
cal areas even exceeding 1˚C. The possible reason was the significant expansion 
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of urban underlying surfaces in the Pearl River Delta region, and the land cover 
used in the 2 km-20 model was closer to the actual conditions, resulting in a 
higher simulated average 2 m temperature in the Pearl River Delta region. 

Observing the difference maps of the average 10 m wind speed (b) for the two 
models, it was evident that the 10 m wind speed simulated by the 2 km-20 model 
was generally lower than that of the 2 km-USGS model. As shown in the differ-
ence maps of the average 2 m relative humidity (c) for the two models, in the 
Pearl River Delta region, compared to the 6 km-20 model, the 2 km-20 model 
simulated significantly lower 2 m relative humidity, to some extent influenced by 
the 2 m temperature. 

5. Conclusions 

In this paper, a typical hot weather process encountering a three-day heatwave 
from July 5 to 7, 2020 in Guangdong province, China was simulated using the 
CMA-TRAMS tropical high-resolution system with three models varying in the 
horizontal resolution and/or the surface coverage, referred to as the “2 km-20”, 
“6 km-20” and “2 km-USGS” model. The results of these models were compared 
based on overall and stational prediction errors and the spatial distribution of 
temperature, wind speed and relative humidity. The main conclusions are as 
follows: 

1) The simulation results of the three models for the hot weather process were 
reliable. The overall mean absolute errors and root-mean-square errors of the 
forecasts for 2 m temperature and 10 m wind speed were within the permissible 
error range. While the 2 km model outperformed the 6 km model in forecasting 
2 m temperature, while the 6 km model performed better in the prediction of 10 
m wind speed, similar to the previous study. 

2) The 2 km model showed better performance than the 6 km model in fore-
casting 2 m temperature at coastal stations (Chaozhou and Zhanjiang stations). 
The AEs of the 2 km model were smaller, and their fluctuations were also small-
er during the period of 0512-0524. The 2 km model also outperformed the 6 km 
model in forecasting 2m relative humidity at coastal stations. However, the 2 km 
model performed worse than the 6 km model in forecasting 10 m wind speed at 
all four stations. The 2 km model performed better than the 6 km model in fo-
recasting 2 m pressure at all four stations, especially at Chaozhou and Shaoguan 
stations. 

3) With a different set of surface coverage data, the 2 km-20 model, which 
corresponded to the 2020 GlobeLand30 surface coverage data closer to the actual 
surface coverage, performed better in simulating high temperatures at HuaDu 
station compared to the results of the 2 km-USGS model with the USGS global 
surface coverage data. The 2 km-20 model also slightly outperformed the 2 
km-USGS model in predicting 10 m wind speed at the four stations. 

4) By comparing the averaged meteorological field maps of the 2 km model 
and the 6 km model, it was evident that the 2 km model, with its higher hori-
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zontal resolution, exhibited a more detailed stratification in simulating various 
meteorological fields. It demonstrated a more pronounced simulation of the 
changes in local meteorological elements. Analyzing the averaged difference field 
maps of meteorological elements between the 2 km-20 model and the 2 
km-USGS model, it can be observed that in the Pearl River Delta region with 
significant urban expansion, the 2 km-20 model simulated higher average 2 m 
temperature and noticeably lower average 2 m relative humidity compared to 
the 2 km-USGS model. In the entire province, the 2 km-20 model generally si-
mulated lower 10 m wind speed than the 2 km-USGS model. 

In conclusion, for the hot weather process presented in this paper, the overall 
performance of the three models differing in horizontal resolutions and/or sur-
face coverage was similar. However, as the 2 km-20 models used higher hori-
zontal resolution and more actual surface coverage data, it outperforms the oth-
er two models in local details. This paper focuses on individual hot weather 
events in Guangdong Province due to the limitation of the model forecast data. 
The results of the model simulations may be affected by different climatic condi-
tions. To obtain more comprehensive and accurate model performance evalua-
tion results, conducting long-term simulations of different types of case 
processes in Guangdong Province and analyzing the differences in the results in 
the future is necessary. 
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