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ABSTRACT 

There is a huge investment in our infrastructure that is vital to our social and economic life. However, the aging and 
deterioration of the structures require implementing a damage detection system to monitor their structural integrity. In 
this study, a new alarming system was developed as part of a structural health monitoring system and installed in a 
scaled-down structure models. The designed system incorporated microprocessors, wireless communication, transducer, 
and cellular transmission that allow remote monitoring. The developed system facilitates continuous monitoring process 
of any part of structures and controlled remotely from any location. The system was equipped with data processing 
subsystem that detects structural behavior irregularity, defects, and potential failures. The system was tested using Lin- 
ear Variable Differential Transformer (LVDT) for deflections and using strain gages to measure the developed axial and 
flexural strains in different structural models. Filtering algorithm was used to filter graphs and the data gathered in each 
loading stage was averaged and plotted to show the abrupt change in the values. The filtering system helps the alarming 
system to have a clear prediction of possible irregularities. The developed system provides the desired features of low 
cost, low power, small size, flexibility and easy implementation, remote accessing, early detection of problems, and 
simplified representation of the results. 
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1. Introduction 

In the United States, 50% of all bridges were built before 
1940s, and approximately 42% of these structures are 
structurally deficient [1]. There are a limited number of 
bridge inspectors available to inspect the nearly 600,000 
bridges in the US once every 2 years [2,3]. The manual 
inspection measurements are subjected to human error 
and their interpretation relies on the inspectors’ judgment. 
Therefore, there is a tremendous need to develop new 
techniques of structural health measuring. 

SHM is used for rapid condition screening and for 
providing reliable information regarding the integrity of 
the structure, in near real time [4]. The sensor systems 
that need to be developed should have the potential for 
wireless, in-situ, and distributed sensing that provides 
near real time continuous monitoring. This will help pro- 
viding timely warning to mitigate any potential failure 
and identify any damage before further progressing. New 
structural health monitoring systems have been devel- 
oped. Some systems use wireless sensors with self-di- 
agnosing and self-calibration to reduce data transmission, 
thus reducing power consumption [5]. Other systems 
implemented wireless sensors that are capable of actua-  

tion, in which the sensor node is able to fix the detected 
problems without sending the data to the control node so 
that the used power can be reduced [6]. There was also a 
different approach based on covering the structures with 
piezoelectric layer and sending mechanical impedance 
through the layer and then measuring the electrical im- 
pedance of the layer [7]. Many researchers tried to over- 
come the problem of power consumption by different 
techniques such as solar and wind energy, self-acquisi- 
tion of sensors, and sensors actuation. Researchers also 
investigated reducing the size of the system, increasing 
the read range, providing more memory, and improving 
the ruggedness and robustness of the sensor node. 

Previous studies indicate that excessive strain, exces- 
sive vibration, excessive deflection, corrosion, tempera- 
ture changes, or fatigue are considered among the most 
factors affecting structures’ health. Any abnormal in- 
crease in any of the measured parameters including 
strains and stresses or initiation of cracks in the structures 
should be detected. There is a need for new structures 
health monitoring systems to be developed utilizing the 
advances in the microprocessors and communication 
technologies. The new system should have the following  
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specifications: low cost and low energy consumption, 
remote accessing, high speed communication, real time 
identification of the problems, simplified representation 
of the results, disaster patterns for early identifications of 
problem, less space, and easy implementation. 

The developed monitoring system is designed to 
monitor the main parameters affecting the health of 
bridges in particular. Through observation of the system 
over time using continuously recorded response meas- 
urements from sensors and the extraction of damage- 
sensitive parameters from these measurements to deter- 
mine the near real-time state of structure’s health. An 
estimate of the overall health of a system can be reached 
through looking for changes in parameters that are sensi- 
tive to the change [8]. The new system developed in this 
study is able to monitor strain, deflection, temperature, 
and corrosion. 

2. Experimental Setup 

The experiment was aimed to develop a new system 
having remote accessing and capable of early identifica- 
tion of problems facing the structure. The experimental 
setup was divided into three stages for better develop- 
ment. The three stages of the experimental setup are: 

1) Sensor node 
2) Transmission 
3) Data processing and presentation 

2.1. Sensor Node 

In this stage the size of the sensor node is required to be 
reduced which allows easier implementation of the node 
in any location of the structure. In this stage, electrical 
engineering and civil engineering concepts are integrated 
in order to achieve the desired outcome. The system util- 
izes the advanced technology in microprocessor. In this 
sensor node, the transducer was attached to the micro- 
processor through interface circuit equipped with the 
necessary functions blocks within less size while in- 
creasing the accuracy of the output. The interface circuit 
aims to collect and amplify the output from the trans- 
ducer and feed this output to the microprocessor. The 
analog-to-digital convertor (ADC) on the microprocessor 
converts the transducer readings to digital readings in 
order to be handled by the microprocessor. The interface 
circuit contains a differential circuit followed by an am- 
plification circuit, Figure 1 [9]. 

The differential circuit is represented by a differential 
amplifier that has a gain, Equation (1), equals to 
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while the amplifying circuit is composed of a nonin- 
verting amplifier with gain, Equation (2), equals to 
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the output from the amplification circuit is fed to the in- 
put pin of the ADC which converts the analog input to 
digital output through the following equation, Equation 
(3). The output from the ADC is stored in the memory 
registers located on the microprocessor board to be proc- 
essed and transmitted.  
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each sensor node has a microprocessor (e.g. MSP4 
30F6137) representing the central processing unit (CPU), 
Figure 2, connected to the (ADC). The readings from the 
transducer go through the conversion cycle while it is 
compared to the predefined safety values through the 
comparator found in the CPU. When the input to the 
system is approaching or exceeding this safety values, 
the alarming subsystem on the sensor node is activated. 
The alarming system light up the safety light for instant 
identification of the irregularity for any nearby assistance. 
The alarming system activates the RF antenna located on 
the microprocessor board immediately. The antenna re- 
ceives an interrupt (alarming message) from the CPU to 
send a warning alarm to the main control unit for imme- 
diate action. Figure 3 shows the alarming system safety 
light. Figure 3(a) shows the safety light turned with no 
load added to the system, while Figure 3(b) shows the 
safety light being lit up due to exceeding the safety value. 

To test the sensor nod subsystem of the system, two 
different setups were constructed to implement the sensor 
nodes. The first structure was composed of a steel plate 
supported on two wooden blocks which was used as pre- 
liminary setup to test strain gages and Linear Variable 
Differential Transformer (LVDT) through flexural bend-
ing under three-point loading, Figure 4. The second setup 
was a small-scale bridge composed of interconnected 
truss members. The truss bridge was loaded with station- 
ary and moving loads, Figure 5. This bridge setup was 
used to verify the preliminary readings gathered from the 
first setup of steel plate structure through bending of the 
 

 

Figure 1. Interface circuit schematic. 
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Figure 2. Typical sensor diagram. 
 

     
(a)                             (b) 

Figure 3. Safety lights. (a) Safety light off; (b) Safety light 
on. 

 
bridge track/deck as well as testing the axial strains de- 
veloped in the truss bridge members. 

2.2. Transmission 

The transmission of data is done after the data is co- 
llected through the sensor node. The system included 
three subsystems, as shown in Figure 6. The first subsys- 
tem was composed of sensor nodes that were connected 
to several members of the structure. The second subsys- 
tem was the main control unit. It was connected to the 
sensor nodes subsystems through wireless communica- 
tion. The third subsystem was the monitor unit that 
represents the final stage for the data and was connected 
to the main control unit through cellular data transmis- 
sion. 

The control unit is considered to be the brain of the 
entire system and it acts as a link between the measuring 
device and the end user. The second subsystem (main 
control unit) consists of a microprocessor (e.g. MSP430) 
connected to an RF transmission unit and cellular trans- 
mission unit. The control unit is the intermediate stage 
responsible for conveying data from the sensors node to 
the monitor unit. It also served in carrying commands 
from and into the sensors node and from and into the 
monitor unit. To save power, the control unit stays in a 
low power mode until it is activated by the sensor node 
or the monitor unit. When the control unit is activated, 
the cellular transmission unit and RF transmission unit 
are activated to receive data from the sensor node and 
send it to the monitor unit, or to receive commands from 
the monitor unit and send them to the sensor node. 

The monitor unit is the user interface that represents 
the final destination of the collected data. The function of 
the monitor unit is to receive commands from the user  

 

Figure 4. Steel bar setup. 
 

 

Figure 5. Bridge setup. 
 

 

Figure 6. System design. 
 

and send them to the control unit as well as receiving 
data from the control unit. The monitor unit has software 
development kit. The software is web-based program 
responsible for collecting, processing, and displaying the 
data in a graphical representation. Moreover, the soft- 
ware alerts the user when any exception or irregularity 
takes place in the data collected. 

A communication protocol was defined to ensure a 
proper secured transmission of the correct messages. 
This protocol is recognized by both the sending and the 
receiving ends and it represents the conversation between 
the two ends to verify the complete transmission of the 
correct message. The sending end collects necessary in- 
formation about the message to be sent and the message 
is sent with its information to the transmitting end of the 
RF transmission channel, thus starting communication. 
The transmitting end sends a sending acknowledgment to 
the receiving end. When the receiving end receives the 
acknowledgement, the transmitting end starts to send the 
information about the message followed by the message 
itself. Once the complete message is received, Cyclic 
Redundancy Check (CRC) register checks the message 
received to verify that the correct message is received. 
After verifying receiving the correct message, an ac- 
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tity byte example. knowledgement message is sent back to the transmitting 
end. When a wrong or incomplete message is sent or no 
acknowledgement is received from the other end, the 
transmission end restarts the transmission of the data. 
This step is repeated for three times. If the same situa- 
tion continues after the third time, the transmitting end 
sends an error report to the CPU which calls for immedi- 
ate action. Figure 7 shows the transmission protocol 
flow chart. 

3) Command/Error 
a) Error byte: The error byte indicates the presence of 

an error in any part of the system, as shown in Figure 9. 
Each bit in the error byte refers to a certain part of the 
system; the high state of this bit indicates the presence of 
an error.  

b) Command byte: The command byte is always pre- 
ceding the data bytes to identify the type of the data sent 
and any command need to be sent to the receiving end. 
The first four bits identify the type of data sent. Each 
measuring device is assigned one bit, and the high state 
of the bit indicates the data transmission from this device. 
If more than one device is activated at the same time, the 
data are transmitted according to the sequence of the de- 
vices, as follows: strain gages, LVDT, temperature sen- 
sor, and corrosion. The last four bits are reserved for the 
commands to be sent to the receiving end, as shown in 
Figure 10. 

The structure of the message being sent between the 
transmitting end and the receiving end is represented by a 
packet structure, as shown in Figure 8. The message is 
divided into four parts. Each part of the message is a 
multiple of a byte long and carries certain information 
about the message. 

Each part of the message is defined as follows: 
1) Sender and Receiver (S/R) Address: 1 Byte indi- 

cates the address of the sender node and the receiving 
node with the most significant bit (MSB) reserved for 
address extension for more nodes to be connected. Exam- 
ple of node address are: 

4) Data message: X bytes indicating the data message 
transmitted. The number of bytes of the message is iden- 
tified from the packet size transmitted earlier. Each de- 
vice is assigned one byte of data.  

0001: Control unit.   0010: Sensor 1/unit 1. 
0011: Sensor 2/unit 1.  0100: Sensor 3/unit 1. 
2) Identity byte: 1 Byte contains the necessary info- 

rmation to identify the transmitted message. It includes 1 
bit for priority (error), 1 bit as initiator to indicate the 
presence of data message attached to the message being 
sent, and packet size. In case an error is being sent, no 
data can be sent at the same time. Table 1 shows an iden-  

2.3. Data processing and presentation 

In the monitor unit, the data go through data processing 
to convert the data to its original format and then to its 
parameter equivalence to reach the final format of the  
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Initiate counter A X 
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(b) 

Figure 7. Transmission protocol flowcharts. 
 
readings which can be presented to the end user. Firstly, 
the digital data is converted back to its analog format 
using Digital-to-Analog Convertor (DAC) located on the 
microprocessor board. The conversion is followed by 
voltage conversion cycles to convert the data to its de- 

sired parameters equivalence. After reaching the final 
format of the readings, they are presented for review us- 
ing graphical representations and table forms for easier 
interpretation. Those presentations are stored into a web- 
based database through MySQL or any similar soft-  
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Figure 8. Packet structure. 
 

ware. Data processing and data presentation can be con- 
ducted using MATLAB or any similar software. 

3. Results and Discussion 

The system was assembled to be tested. In this testing, 
strain gages are used as transducers to measure strain. 
The concept of Wheatstone bridge was used for strain 
gages connection. In this bridge connection, the strain 
gage replaces one of the resistors in the bridge in case of 
using quarter bridge or two strain gages replaces two 
resistors in the bridge in different directions in case of 
using half bridge, Figure 11. 

The interface circuit was assembled to provide the re- 
quired amplification using the following resistors’ values 
in order to have output values in a required range for safe 
processing and transmission, R5 = R6 = 120k Ω, R7 = 
R8 = 1M Ω, while R9 = 20K Ω and R10 = 1 Ω. The gain 
was calculated as shown in Equations (4)-(6): 

1M
1

100K
G  10                  (4) 

20K 1K
2

1K
G


  20

through RF antenna. The digital values were converted  

1000001 ror occurred

             (5) 

1 2 200G G G                  (6) 

the entire circuit pictures and schematic are shown in 
Figures 12-15. 

Since assessment of damage usually require a compa- 
rison between two system states, several strain measure- 
ments were recorded at different load levels. To test the 
efficiency of the sensor node, three tests were conducted. 
In the first test, the strain gages were attached to the steel 
plate top and bottom surfaces at mid span. The gages 
measured the developed bending strains in the steel plate 
that was subjected to 3-point loading. This test is a static 
flexural testing. The second test was conducted through 
attaching the strain gages to the track of the truss bridge 
to measure the bending strains developed in the track/- 
deck due to the movement of a truck loaded with different 
weights. This test is a dynamic testing. The third test was 
conducted on the truss bridge and measures the tension 
strains developed in the bridge members due to applying 
loads to the bridge. This test is a static testing. The volt- 
age output from the circuit was recorded by the ADC 
where it is converted to digital values and transmitted 

Table 1. Identity byte examples. 

0 High priority message. An er

01xxxxxx Data message is attached 

01000010 
Data m ta byte 

Unidenti tructure 

essage of size 3 bytes. 1 da
attached 

fied byte s11xxxxxx 

 
ack to their original values at the receiving end. The 

arter bridge connection:  

b
following equations, Equations (7) and (8), were used to 
convert the voltage values to its equivalent strain values 
[10]: 

For qu

 
4

· 2
out

ex out

V 
G F V V
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 

For half bridge connection:  

          (7) 

2

·
out

ex

V 
G F V

  


               (8) 

where   is strain, Vex is the supply voltage to the 
o

and presented 
gr

3.1. First Testing Findings  

ted on the steel plate 

Wheatst ne bridge, and G·F is gage factor. In case of 
metal strain gages, G·F is equal to 2.019.  

The obtained strain values were stored 
aphically for better interpretation of the data gathered. 

To ensure the efficiency of the system, some of the val- 
ues developed were compared against the values col- 
lected from HBM Spider 8 acquisition system through 
conducting the same procedures. The data conversions 
and graphical presentation were conducted through 
GUE-Octave which is equivalent to MATLAB but with 
open source for demonstration purposes. Some filtering 
algorithms were used in order to reach smooth represent- 
tations of the change in the values of the parameters 
measured.  

The first static test was conduc
structure; the procedures were conducted several times 
using half-bridge configuration. The voltage values are 
recorded as well as the strain values after conversion. 
The graphs of the strain values versus time were plotted 
to show change in strain due to applying loads to the 
plate. The alarming system was tested in this procedure; 
the safety value was defined as the strain of the biggest 
load. The alarming system was activated when the strain 
values was approaching the safety values. The alarming 
light started flashing when the value was approaching the 
safety value and lit up when the value exceeded this 
value. The tables of the values developed were originated. 
Each table contains the digital values, voltage values, 
strain values, and nulled/net strain values, as shown in 
Table 2. The following figures represent the strain values   
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Figure 9. Error Byte bits divisions. 
 

 

 Figure 10. Command byte bit divisions.
 

 

Figure 11. Wheatstone bridge schematic. 
 

associated with applying di erent loads. Figures 16(a) 
and (b) represent the change in strain due to applying 
increasing loads of different weights. Figure 16(c) rep- 
resents the filtered graph in which every 10 readings are 
averaged and plotted. 
 

ff

 

Figure 12. Full system schematic. 
 

 

Figure 13. Work station. 

3.2. Second Testing Findings 

ic testing con- 
arter bridge technique. 

e strain gages directly to HBM 
Sp

e truss bridge member  

The second testing procedure is a
ducted on the bridge deck using qu

 dynam

This test results was used to validate the results gathered 
from the first testing to increase the credibility of the 
system. The testing was carried out by moving a loaded 
truck over the bridge track and measure the bending 
strain developed in the track/deck. The measuring pro- 
cedure was repeated several times. Table 3 represents the 
originated tables as explained in the first testing findings. 
The following figures represent the recorded strains dur- 
ing moving the loaded truck. Figure 17(a) shows the 
change in strain when passing the truck twice on the 
bridge. Figure 17(b) shows the changes when passing 
the truck three times.  

The same procedures in this testing were conducted 
again by connecting th

ider 8 acquisition system in order to validate the de- 
veloped data from the new system. Figure 18 shows the 
developed graphs from the Spider 8 acquisition system. 

3.3. Third Testing Findings 

This is a static test conducted on th
 

 

Figure 14. Full system circuit. 
 

 

Figure 15. Microprocessor board. 
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Table 2. First testing values. 

Readings Voltage Strain Change 

[1] 0.014702 −50.43 

[2] 0.014702 −50.43 

[3] 0.014702 −50.43 

[4] 0.014702 −50.43 

[5] 43 

[7] 0.013557 201.69 

[10] 0.

0.014702 −50.

[6] 0.014702 −50.43 

[8] 0.014702 −50.43 

[9] 0.013869 132.93 

014702 −50.43 

 
Table 3 esting value

Readings Voltage Str ge 

. Second t s. 

ain Chan

[1] 0.007918 −  7.51135

[2] 0.007959 −  

−  

 

[5] 

[6] 0.007922 −9.12364 

[8] 0.007874 10.22381 

[9] 0.007906 −2.67449 

[10] 0.007898 0.55009 

23.6342

[3] 0.007951 20.4097

[4] 0.007874 10.22381

0.007906 −2.67449 

[7] 0.007951 −20.4097 

 
with th rain gages  bridge co n. The 
strain gages are measuring the tensile strains developed 
in the b e truss m  validate ncy of 
this system in differ cation. Ta resents 
some of the recorded data. The following figure repre- 
sents th hange in t rain readin plying 
differen ads to th Figure 1 the in- 
crease in tensile strains due to increasing the applied 
loads a e decreas moving the

Using the filtering algorithm, the filtered graphs were 

e st  in a half nfiguratio

ridg embers to the efficie
ent appli ble 4 rep

e c ensile st gs by ap
t lo e bridge. 9 shows 

nd th e upon re  loads. 

developed. In this procedure, the data gathered in each 
stage of adding different load was averaged and plotted 
to show the abrupt change in the values. The same pro- 
cedures were conducted using HBM Spider 8 acquisition 
system with quarter bridge configuration and Spider 8S 
with half bridge configuration to test the developed  

 
(a) 

 

 
(b) 

 

 
(c) 

Figure 16. First Testing strain graphs. (a) Adding two sim- 
ilar loads consecutively; (b) Adding one load towards the 
end; (c) Filtered strain values representation. 

 

results from the new system. The developed graphs were 
compared in each configuration of the Wheatstone bridge. 
The compared graphs showed that all the graphs follow 
the same trend and the peaks of all the graphs are very 
close. Figure 20 shows the comparison between the new 
system filtered graph and Sp er 8s graph. 

Using the developed s m with strain gages to 

wed the ex- 

id
yste

measure strain in different applications validates the effi- 
ciency of the system. The results developed show that the 
generated readings from the system follo
pected trend based on structural analysis concepts. The 
results ensured that the strains increased when increasing 
the applied loads. The comparison between the new sys-  
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(a)                                                            (b)  

Figure 17. Second testing strain graphs. (a) Passing the truck twice; (b) Passing the car three times. 
 

   

Figure 18. Spider 8 graphs. 
 
tems graphs and the commercial acquisition system 
graphs shows that the readings fall within the estimated 
range which proves the reliability of the system. Apply-
ing the system with activated alarming system ensure
the reliability of the system to early detect th

isasters affecting the structures. The filtering algorithms 

rly detection of any irregularity of the 
structure’s performance is the key to an effective moni- 

Table 4. Third testing values. 

Readings Voltage Strain Change  
s [1] 0.013139 21.9619 

e potential 
d [2] 0.01318 13.9005 

[7] 0.013367 −23.1821 

enable a better representation of the data gathered for an 
easier understanding. The filtering system aids the 
alarming system to have a clear prediction of the possible 
irregularities. 

4. Conclusions 

Health monitoring of structures is considered as one of 
the most important concerns when studying structures’ 
performance. An ea

[3] 0.013334 −16.733 

[4] 0.013228 4.2268 

[5] 0.013033 42.9217 

[6] 0.013326 −15.1207 

[8] 0.013167 16.3189 

[9] 0.013147 20.3496 

[10] 0.013025 44.534 
toring system.  

This paper presents the preliminary verification and 
applicability of wireless monitoring system to monitor 
the response of bridge structure. The results show that 
the alarming system can provide broad applications to 
monitoring and control of civil infrastructures. The  

 
monito  involves t vation of th  over 
time using periodically recorded measurements from an 
array of sensors. The developed alarming system for  

ring he obser e system
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(a)                                                                 (b)  

Figure 19. Third testing strain graphs. (a) Adding two similar loads consecutively; (b) Adding two similar loads consecutively. 
 

  
(a)                                                       (b)  

Figure 20. Data comparison. (a) New System filtered graph; (b) Spider 8S graph.  
structural health monitoring serves this purpose. The new 
system is proved to be able to detect any change in 
structures performance and activate an immediate alarm- 
ing system for instant interference. The new systems 
utilize the advanced technology in wireless transmission 
and cellular transmission for 
readings. The advance

such as data message, command message, or error mes- 
sage.  

Using the developed simplified electrical circuits to 
replace the commercially used data acquisition systems 
will reduce the overall cost. The use of simple electrical 

small sized microprocesso
f the system and facilitate 

cation. The new 

ms, and simplified representation of the results. 

reliable delivery of the circuits connected to the 
board reduced the overall size od technology in data mining and 

itate presenting a clear and accurate the application of the system in any lodata processing facil
reading as well as storing sufficient data in a web based 
database and develop disaster patterns for early identify- 
cation of possible problems. This new system will help to 
minimize the chances of structural collapses.  
The system design and architecture were developed to 
serve the features of the required system. Using the mic- 
roprocessor with its on board ADC and memory regis- 
ters enabled the sensor node to store and process data, 
this reduces the transmission between the different parts 
and reduces the power consumed by the system. The 
cellular transmission allows instant access to the data 
from any location. The system architecture serves the 
purpose of secured and reliable transmission. The com- 
munication protocol ensures the transmission of a com- 
plete and correct message. The packet structure adds the 
advantage of variable length message of different types 

system testing showed the efficiency of the tests and its 
reliability in different applications. The same system can 
be applied to different transducers with minor modifica- 
tions. The main idea of the system depends on recording 
an output voltage from the transducer within a certain 
range in order to apply it to the microprocessor. The de- 
veloped system in this study meets all the requirements 
of lower cost, less power, reduced size, flexibility and 
easier implementation, remote accessing, early detection 
of proble

r 
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