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Abstract 

Optimizing deployment of sensors with self-healing ability is an efficient way to solve the problems of cov-
erage, connectivity and the dead nodes in WSNs. This work discusses the particular relationship between the 
monitoring range and the communication range, and proposes an optimal deployment with self-healing 
movement algorithm for closed or semi-closed area with irregular shape, which can not only satisfy both 
coverage and connectivity by using as few nodes as possible, but also compensate the failure of nodes by 
mobility in WSNs. We compute the maximum efficient range of several neighbor sensors based on the dif-
ferent relationships between monitoring range and communication range with consideration of the complex 
boundary or obstacles in the region, and combine it with the Euclidean Minimum Spanning Tree (EMST) 
algorithm to ensure the coverage and communication of Region of Interest (ROI). Besides, we calculate the 
location of dead nodes by Geometry Algorithm, and move the higher priority nodes to replace them by an-
other Improved Virtual Force Algorithm (IVFA). Eventually, simulation results based-on MATLAB are 
presented, which do show that this optimal deployment with self-healing movement algorithm can ensure the 
coverage and communication of an entire region by requiring the least number of nodes and effectively 
compensate the loss of the networks. 

Keywords: Optimal Deployment, Self-Healing Movement, Particular Region, Euclidean Minimum Spanning 
Tree (EMST), Improved Virtual Force Algorithm (IVFA) 

1. Introduction 
 
Sensor networks consist of a large number of small, 
light-weight, highly power-constrained, and inexpensive 
wireless nodes called sensors. Sensors are equipped with 
detectors for intrusion, sensing changes in temperature, 
humidity, chemicals, or any other characteristic of the 
environment that needs to be monitored. The data about 
the environment is constantly observed, consolidated, 
and sent to a monitor or Base Station (BS). Data trans- 
mission from the sensors to the BS can be periodic, 
event-triggered, or in response to a query from the BS. 
While each sensor node has limited computation capa-
bilities and usually non-rechargeable battery power, the 
collaboration among thousands of sensors deployed in a 
region makes sensor networks a powerful system for 
observation of the environment [1]. The data sensed by 

the sensors is generally highly critical, and may be of 
scientific or strategic importance. Hence, the coverage 
provided by sensor networks is a very important criterion 
of their effectiveness. Special emphasis is placed on cov-
erage especially in tactical applications such as survei- 
llance and reconnaissance. Sensors can easily be used for 
the perilous and demanding duties of observing land-
scapes for intrusion detection [2]. In a wireless sensor 
network, the reasonable deployment of sensors should 
take both coverage and connectivity into account. Cov-
erage requires that any physical field in a sensing region 
can be monitored by at least one node. Connectivity re-
quires that each node is under the range of communica-
tion of its neighbor sensors. All these nodes can consist 
of an Ad-hoc network, and also transmit data packets to 
the BS. On the other hand, as time progresses the sensor 
nodes may die randomly due to malfunction, energy ex-
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haustion or malicious destruction. All these factors result 
in holes of coverage and connectivity in WSNs, which 
makes the system unable to meet the performance crit- 
erion. 
 
2. Related Works 
 
Recently, a lot of approaches were advanced to solve 
these problems of coverage, connectivity and dead nodes 
in WSN. The work in [3,4] discusses how to adjust the 
locations of the nodes to satisfy the coverage in an open 
space, but without considering the boundary or obstacle. 
The grid algorithm in [5,6] is an appropriate way to en-
sure coverage and connectivity when there are a few 
nodes in the sensing region, however, with increasing 
nodes, it would be low efficient. The work in [7] does 
consider both coverage and communication, but it de- 
faults that the range of sensing and communication are 
equal to each nodes without discussing varied situations 
respectively because of the different ranges between 
sensing and communication. The intersection point of the 
two dead nodes’ neighboring sensors is used to decide 
where available node moves towards based on the ran-
dom deployment in [2,8]. The Virtual Force Algorithm 
(VFA) strategy to enhance the coverage after an initial 
random placement of sensors is proposed by [9,10], but 
the shortest distance path among nodes is not rectified 
during the process of movement. Works [11,12] effi-
ciently adjust the sensor placement after an initial ran-
dom deployment and apply fuzzy logic theory to handle 
the uncertainty in sensor deployment problem. 
 
3. Problem Formulation 
 
Assuming a sensing field, the range of communication of 
each sensor in this region is Rc, within which it can 
transmit data packets to other sensors. Also, the sensing 
distance is Rs. The areas of each node’s coverage and 
connectivity are assumed as two ideal circles respectively. 
K. Kar and S. Banerjee default Rc=Rs in work [7], which 
satisfy the coverage and connectivity of the region. 
However, it is not realistic to analyze this issue by de-
fining Rc=Rs simply. We discuss different situations 
based on different relationships between Rc and Rs in 
order to adopt an appropriate deployment approach. Ac- 
cording to literature [13] D. Pompili the two adjacent 

sensors, which are separated by no more than 3 Rs, 
can ensure effective coverage of the surrounding region. 
Thus, we can figure out the deployment approaches that 
respectively regard coverage or connectivity as the first 
choice in open space. Our reform does not let nodes re-
strict by any choice, but simultaneity satisfy coverage 
and connectivity by the least number of nodes. Secondly, 
another important issue is how to deploy sensors effect- 

tively in that region with boundary and obstacle. Because 
the boundary or the obstacle may limit the distance of 
sensing and communication, the approach of placing this 
kind of region is not different from placing in open space. 
On the other hand, the sensor nodes may die randomly 
due to malfunction, energy exhaustion or malicious 
destruction as time progresses. All these factors result in 
holes of coverage and connectivity in WSN, which 
makes the system unable to meet the performance cri- 
terion. In this paper, we also propose another movement 
approach to compensate the loss based on the mentioned 
optimal deployment algorithm. Below, we discuss how 
to deploy in particular region. 
 
4. Optimal Deployment with Self-Healing 

Movement Algorithm for ‘Particular  
Region’ 

 
The ‘Particular Region’ is a closed area or semi-enclosed 
area with boundary or obstacle which is consisted of un- 
regulated polygons and arches. The optimal deployment 
algorithm can ensure this region’s coverage and connec- 
tivity by the least sensors. However, researching on the 
deployment algorithm in an open space is regarded as the 
foundation to analyze the different situations in a par- 
ticular region. This work discusses the deployment in an 
open space firstly, and then we improve and summarize 
the specific deployment algorithm in a particular region. 
All nodes are deployed above the ground about one me- 
ter to ensure the most optimal channel.  
 
4.1. Deploying Sensors in an Open Space 
 
Multi-line sensor arrays effectively resolve the issue. 
Below we study on deploying sensors in an open area 
without obstacles, and then extend to the deployment 
method in particular area with boundaries and obstacles. 

Firstly, we establish a two-dimensional coordinates 
without boundaries or obstacles, and deploy lines of 
sensors, it guarantees the entire coverage of both adja-
cent nodes and each row. As the adjacent nodes can 
communicate with each other, if it is required to maintain 
the whole region’s connectivity, we can add some of the 
sensors between adjacent lines to ensure it.  

Case 1: Rc≤ 3 Rs, the distance of adjacent nodes at 
each line is set Rc, which guarantees the coverage of ad-

jacent nodes. Because Rc≤ 3 Rs, the width of belt-like 
region that covered by a row of sensors is 

2
22

4
c

s

R
R  . 

The difference value of two adjacent lines of nodes on 

the Y-axis is 
2

2

4
c

S s

R
R R  , while ±

2
cR

 on the 
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X-axis. The above-mentioned method guarantees the 
coverage of the entire region. Figures 1–3 show three 

possible conditions. For Rc＜ 3 Rs, what should be 
paid more attention to is that the method only satisfies 
communication property between adjacent nodes but not 
adjacent lines. 

 

 

Figure 1. Deployment when Rs>Rc. 

 

 
Figure 2. Deployment when Rs=Rc. 

 

 

Figure 3. Deployment when Rs<Rc< 3 Rs. 

Case 2: Rc＞ 3 Rs, as the smaller Rs, if we continue 
to adopt above-mentioned methods, which would lead 
the blind region that is not monitored between two adja-
cent lines, and also result in a waste of sensor nodes. So 
here’s a typical use of the principle of hexagonal fabric 
which is more reasonable, and set the two adjacent sen-
sors by Rs as Figure 4 shows. Therefore, it ensures the 
regional coverage and connectivity. 
 
4.2. Deploying Sensors in Particular Area 
 
For placing in particular regions, we can sum up the rules 
of deployment in two-dimensional coordinates from ana- 
lyzing on a large area. First, establishing the 
two-dimensional coordinates, and assuming a initial node 
S(0,0)= (x0,y0) which is nearest to the origin than other 
nodes. According to above conclusion, the node S(1,0)= 
(x0+Rc,y0), which is deployed next to the initial node 
along the positive x-axis direction. While the node S(0,1) 

=(x0+Rc/2,y0+ -
2

2 c
S s

R
R + R

4
) deployed first on the 

second row that is close to initial row along the positive 
y-axis direction. 

S(2,2)=( 0 02 , 2 2
2

2 c
c S s

R
x R y R R -

4
   ). 

By the same token any node’s position placed by the 
above deployment algorithm in the two-dimensional co-
ordinates can be calculated. (Note: The odd and even 
lines are different): 

S(n’,2n)=( 0 0' , 2 2
2

2 c
c S s

R
x n R y nR n R -

4
   ),      (1) 

S(n’,2n+1)= 

( 0 0/ 2 ' , (2 1) (2 1)
2

2 c
c c S s

R
x R n R y n R n R -

4
      ), 

(2) 

n’=(0,1,2…∞), n=(0,1,2…∞). 

 

 

Figure 4. Deployment when Rc > 3 Rs. 
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Figure 5. This approach leads to uncovered area. 

 

 

Figure 6. Deploying along the boundary (nodes in the cor-
ners are redundant). 

 

 

Figure 7. Improved deployment. 

 
Of course, the node expression derived would change 

if we set different initial nodes. We need to be flexible in 
establishing the appropriate two-dimensional coordinates 
depending on the different shape of the area. However, 
the above-mentioned connectivity, which is limited that 
only ensures sensing data exchange between adjacent 
nodes at the same line, is limited. The following work 
focusing on the deployment of particular area will dis-
cuss how to ensure entire network’s connectivity. 

Assuming several nodes in a particular area with 
boundaries and obstacles are deployed as Figure 5, it 
results in uncovered area. The approach as Figure 6 
shows meets the whole coverage and connectivity, but in 

order to ensure the communication of adjacent nodes not 
to be blocked by obstacles, there are extra nodes to be 
added at the corner of the boundary, so it certainly 
wastes sensors. The deployment method in particular 
area can be improved on the basis of the above research 
as Figure 7 shows. 

Assuming d is the width of uncovered area: 

Case 1: 
2

2 c
s

R
d R -

4
 , and Rc≤ 3 Rs, the distance 

between nodes and boundary is set 
2

2 c
s

R
R -

4
, and two 

adjacent nodes are separated by Rc. 

Case 2: 
2

2 c
s

R
d R -

4
 , and Rc＞ 3 Rs, the distance 

between nodes and boundary is set 
2

2 c
s

R
R -

4
, and two 

adjacent nodes are separated by 3 Rs. This deployment 
method can satisfy coverage and connectivity.  

Case 3: ＞d
2

2 c
s

R
R -

4
, no matter what relationship 

between Rc and Rs is, the method is as well as the de-
ployment approach in large area. 

In this way, both the coverage of whole area and the 
connectivity of adjacent nodes are guaranteed by the 
least number of nodes. 

However, only satisfying connectivity of adjacent 
nodes on the same line is not enough to make all the 
nodes form an Ad-hoc network. In this paper, the EMST 
(Euclidean Minimum Spanning Tree) algorithm is intro-
duced to estimate the communication location of the 
longest boundary, and also it combines with geometric 
analysis to solve the entire network problem of connec- 
tivity.  

Assuming T area, and Choose any point S that can 
correspond to a leaf node of T, and all {S} are defined as 
subsets to C in T , set C←{S}, Also set K=0, K→K+1. 
Choose any 'S C . The Rc-disk which is chosen 
as centered at . Move any points in C which are 

covered by . Set 
kD 'S

k kD I  as the point of intersection by  

and the boundary of T. For each point , including 
kD

'' kS I
''S C , if 1 2 3D D 1kD ''S D   

''S

1k kD D 

 . So the path 

from initial  to  in T is covered 
by  completely. The de- 

ployment of specific path can be regarded as the geomet-
ric issues. The straight-line distance between two lines of 

S

3D 1 2D D 

nodes is 
2

2

4
c

S s

R
R R  . According to the parallelo- 

gram principle, two diagonal d1, d2 respectively is:  
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d1= 
2 2

2 2

4 4
c

S s

R R
R R  （ ） c ;       (3) 

d2= 
2 2

2 2 9

4 4
c

S s

R R
R R  （ ） c ;      (4) 

We choose an appropriate diagonal depending on the 
different shape of particular area, and calculate the num-

ber of complementary sensors: 1

c

d

R
or 2

c

d

R
. These added  

sensors are separated by the equal distance on the diago-
nal as shown in Figure 8. To sum up, the communication 
path among all lines is established, and all sensors ensure 
the connectivity in entire network. 
 
4.3. Self-Healing Movement  
 
Even if the applications of above-mentioned optimal 
deployment algorithm can satisfy both connectivity and 
coverage, the sensor nodes may die randomly due to 
malfunction, energy exhaustion or malicious destruction 
as time progresses. All these factors result in holes of 
coverage and connectivity in WSN, which makes the 
system unable to meet the performance criterion. In this 
paper, we propose another movement approach to 
compensate the loss based on the mentioned optimal 
deployment algorithm.After the initialization of network, 
we assume that every node is equipped with the capabi- 
lity of movement, and acquires their location and com- 
munication neighbors respectively by localization proto- 
col as [14,15] referred. Also communication neighbors 
will detect when any node dies. Then these nodes’ 
neighbors broadcast a packet containing its location to 
next one-hop node which continues to transmit to an-
other until all the nodes get the message of hole. The 
following section presents our movement algorithm: 

According to above-mentioned deployment algorithm, 
in order to satisfy the whole connectivity and coverage in 
networks, it is inevitable to produce some edge nodes  

 

 

Figure 8. Deployment by EMST. 

whose real coverage areas are smaller than other’s like 
the R nodes as the Figure 9 shows. In our approach, we 
need to make full use of these edge nodes to compensate 
the holes of coverage and connectivity in WSN. Hence 
we divide those nodes which were deployed near to the 
boundary or obstacles into three categories on the basis 
of different relationship between Rs and Rc:  

Case 1: When Rc   3 Rs: 
1) The vertical distance between node and boundary or 

obstacles is 
2

2 c
s

R
d R -

4
 , 

2) The vertical distance between node and boundary or 

obstacles is 
2

2 c
s s

R
R - d R

4
  , 

3) The vertical distance between node and boundary or 
obstacles is . Sd R

Also three types of nodes are set in different priority 

classes to move. The nodes (
2

2 c
s

R
d R -

4
 ) get the top 

priority, while the nodes（
2

2 c
s s

R
R - d R

4
  ）is mid.  

Case 2: When Rc > 3 Rs:  
1) The vertical distance between node and boundary or 

obstacles is 
2
sR

d  , 

2) The vertical distance between node and boundary or 

obstacles is 
2
s

s

R
d R  , 

3) The vertical distance between node and boundary or 
obstacles is . Sd R

Also three types of nodes are set in different priority 

classes to move. The nodes (
2
sR

d  ) get the top prior-

ity, while the nodes (
2
s

s

R
d R  ) is mid.  

 

 

Figure 9. X is a dead node, R is the node with top priority. 
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Figure 10. The process of movement. 

 

 

Figure 11. Changing another routing movement. 

 
Though the following research and proof are based on 

Rc   3 Rs, we adopt the same principle methods to 

move the nodes on the condition of Rc > 3 Rs except 
only the constant of slope and location of nodes 
changed by above analyses. When the message is re-
ceived by the nodes with top priority, they can calculate 
the distance from the dead node to its location 

dtd  2 2( ) (t d t d )x x y y   , (i.e. ( , )t tx y  ( , )d dx y  are 

the location of top priority node and dead node in 
two-dimensional coordinates respectively) and broadcast 
to the other top priority nodes. The radio energy dissipa-
tion model as [16] referred: 

2

4

      if  0
( , )

     if  0

elec fs

T

elec mp

lE l d d
E l d

lE l d d





   
 

      (5) 

It presents that more and more energy would be 
wasted with the increasing of distance. So we choose the 
minimum distance  from all the top movement pri-

ority nodes. In order to avoid energy depletion caused by 
excessive movement, we propose the new type move-

ment like routing to counterpoise the node’s energy con-
sumption in movement by calculation of routing move-
ment distance as shown in Figure 10. When the available 
node R with top priority is chosen to replace the dead 
node X, R will broadcast available nodes W, S, N and 
then these nodes produce the virtual force to make W 
move to the location of X, and simultaneously R is 
forced to the W location. On the other hand, if there is an 
obstacle caused failure of movement on the path from W 
to X, W will broadcast back to R, and the routing of 
movement change immediately as the Figure 11 shows. 

dtd

 
4.4. Calculation of Routing Movement Distance 
 
Assuming the neighbor W of the dead node X. Set the 
co-ordinates of X be 0 0( , )x y , and those of W be 

( , )w wx y . Consider another two neighbors of node X, S 

and N which located at ( , )s sx y  and ( , )n nx y  respec-

tively. The circle of coverage of nodes S and N intersect 
at the point I by the co-ordinates. Our algorithm makes 
node W move towards X such that the area that was ear-
lier sensed by X can now be covered by node W.  

Step 1: The co-ordinates of intersection node I and the 
distance snd  between S and N can be derived as fol-

lows:  

2 2

2 2

( ) ( )

( ) ( )

2

2

s s

n n

s

s

x x y y R

x x y y R

    


   
          (6) 

2( ) (sn s n s nd x x y y    2)          (7) 

The solution of equation group: 

2 2 2

2 2 2

( ) 2 ( ) (4 ) 2

( ) 2 ( ) (4 ) 2

s n s n c

s n s n c

2

2

x x x y y d r d d

y y y x x d r d d

     


    
  (8) 

The solutions ( , )i ix y which is closer to dead node X is 

the required answer. 
Step 2: As above-mentioned optimal deployment algo-

rithm, adjacent nodes have a fixed line slope in different 
relationship between Rs and Rc.  

When Rc   3 Rs: 
2

2( )
4 2
c c

S s

R R
tg R R     

When Rc > 3 Rs: 3tg    

Step 3: set ' ( ', ')X x y  as the point node W move 

towards.  

2 2( ' ) ( ' )

' '
i i

w w

2
sx x y y R

y y x x tg

    


  （ ）（ ）
           (9) 

So we can prove that the node W move towards 
( ', ')x y which was the location of dead node X.  
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4.5. Improved Virtual Forces Algorithm 
 
In the process of movement, we also combined with the 
VFA model as [10] presents:  

ij

( ( ), )          if  

0,                                    if  

1
( , ),             if  otherwise

A ij th ij ij th

ij th

R ij
ij

d d d d

F d

d

 

  


 
 

 



d



    (10) 

where dij is the Euclidean distance between sensor si and 
sj , dth is the threshold on the distance between si and sj, 
aij is the orientation (angle) of a line segment from si to sj, 
and wA(wR) is a measure of the attractive (repulsive) 
force.The threshold distance dth controls how close sen-
sors get to each other. We assume that the neighbors of 
the dead nodes will produce the “attractive” force to the 
predetermined movement nodes. In order to reduce the 
total moving distance of the sensors, we determine 
whether si can move toward pj at every period (namely 
round) as follows: 

Step 1: The dead nodes pj is detected by its neighbors, 
and its location is obtained by above geometry algorithm.  

Step 2: Calculating . When the 

shortest  is found, the si decide to move toward pj 

with a threshold 

njjj spspsp ddd ,,,
21


ij spd

 ,   is the maximal distance a sensor 
can move forward at every round. Then the ( , )

i ii s ss x y  is 

updated with ' '( ,i s
' )
isi

s x y  which can be calculated by the 

Equations (1) and (2). 
As Figure 12 shows, the linear equation of the line 

passes through the sensor si and the predetermined loca-
tion pj is . We 

can obtain 

( )( ) ( )(
j i j j i jp s p p s py y y y x x x x     )

j

' ( ) /
i i j j is s p p s px x x d x    

 

 

Figure 12. The coordinate of  is updated after moving a is

  threshold. 

and ' ( ) /
i i j j i js s p p s py y y d y   . 

So we can summarize an improved VFA with above 
analyses, if the final force of the dead node’s neighbors is 
calculated, the sensor with priority moves towards the 
dead node’s location according to the magnitude and di-
rection. The updated move can be calculated: 

( ) ( ) ( )

( ) ( ) ( )

ix
new old ix

i

iy
new old iy

i

F
x i x i sign F

F

F
y i y i sign F

F






  



   












     (11) 

To sum up, with combination geometry and improved 
VFA, we prove the feasibility of our movement algo-
rithm. If all these top priority nodes already compensate 
the loss in the network, the mid priority nodes will con-
tinue to move to the lower and dead ones. Note that the 
crucial Euclidean leaf nodes which ensure the whole 
connectivity of network need to be recovered first if any 
one doesn’t works. 

 

 
(a) 

 
(b) 

Figure 13. (a) 100*85 rectangle, (b) Particular areas: a 
complex area with kinds of boundaries and obstacles 
(shadow). 
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5. Simulation Results 
 
In this section, we present two groups of experimental 
results to prove the effectiveness of our optimal deploy-
ment with self-healing movement algorithm in different 
fields. We choose one simple and representative sensing 
fields, and then design a more complex particular area as 
shown in Figures 13(a), (b). We consider four groups of 
cases (Rc,Rs)=(4,6); (5,5); (6,4); (8,4) to reflect the rela-
tionships as above-mentioned: Rs>Rc; Rs=Rc; Rs<Rc< 

3 Rs; Rc > 3 Rs respectively. All nodes are deployed 
above the ground about one meter to ensure the most 
optimal channel. We compare the number of sensor be-
ing deployed as comparison metric in four different 
methods including ours optimal algorithm, coverage-first 
algorithm, connect-first algorithm, grid algorithm dis-
cussed in Section 3. Then we make some nodes die ran-
domly on purpose, and compare the coverage of this 
network with the other one which already healed it.  

 

 
(a) 

 
(b) 

Figure 14. (a) The number of sensors used in 100*85 rec-
tangle, (b) The number of sensors used in particular sensing 
area. 

The number of sensors in four different relationships 
of Rs and Rc under particular area is shown in Figure 14. 
Most sensors are used in the gird algorithm, because all 
adjacent nodes are separated by the minimum of Rs and 
Rc. Sensors are placed horizontally by separation of Rc 
under the connect-first algorithm, thus it results in wast-
ing many overlapping nodes in coverage when Rs>Rc.  

On the contrary, for it needs so many extra nodes to 
maintain the connectivity between adjacent sensors, the 
coverage-first method uses the most sensors except under 

grid algorithm when Rs<Rc< 3 Rs. Also when Rc 

> 3 Rs, the coverage-first method works the same as 
our optimal algorithm because of enough communication 
distance. To sum up, our optimal algorithm uses the least 
number of nodes to satisfy both coverage and connec-
tivity in all four different situations. 

The ratio of coverage in Region of Interest (ROI) is 
defined in [4] as shown in Equation (12).  

i=1...n i
r

A
C

A
               (12) 

Ai is the area covered by the ith node; N is the total 
number of nodes; A stands for the area of the ROI, which 
is simulated under our optimal deployment. In our simu-
lation, we set Rc= 4, Rs=6 and Rc= 8, Rs=4 to reflect the 

different relationship of Case 1: Rc   3 Rs and Case 

2: Rc > 3 Rs respectively. We assume that the rest of 
nodes exception the ones with top and mid priority die 
firstly. As the above-mentioned analyses because the 
number of nodes with top and mid priority is less than 
the half of all nodes in ROI, and the rest of nodes is 
meaningless in moving to increase the coverage, we set 
the maximum number of dead nodes are 120 and 150 
respectively. The comparison of the coverage ratio 
between the network with self-healing and the other 
one without movement is shown in Figure 15. The red 
lines are the simulation in Case 1 and the blue lines 
represent that in Case 2. We can find our algorithm with 

 

 
(a) 
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(b) 

Figure 15. (a) The coverage ratio of 100*85 rectangle in two 
Cases, (b) The coverage ratio of particular region in two 
Cases. 

 
self-healing maintains much higher coverage ratio by 
contrast with the original network without movement 
when the nodes die continuously. The lines with our al-
gorithm decline slowly at first and than get faster as all 
top priority nodes used up while the mid priority nodes 
start moving. When all the nodes with top and mid prior-
ity have already relocated, the slope of the line is the 
same as another ratio line of original network without 
moving. However, when most nodes have already died, 
the slope of original network’s coverage ratio line will 
rise slowly as a part of top and mid priority nodes that 
occupy smaller area can not be available. Because of less 
nodes in Case 2, the coverage ratio decline faster than the 
ratio in Case 1. 
 
6. Conclusions 
 
In this work, the optimal deployment with self-healing 
movement algorithm has been proposed to ensure the 
coverage and connectivity of particular area by fewer 
sensors as compared to other three methods. Besides, 
with the capacity of self-healing the coverage of the en-
tire particular area is obviously enhanced by contrast 
with another network without movement when some 
nodes are already dead. Thus, this method can be applied 
in closed sensing area or semi-enclosed sensing area with 
boundaries or obstacles which are modeled by irregular 
polygons or arches. Furthermore, with a combination of 
programs and protocols, the Ad-hoc network can be 
built. 
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