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ABSTRACT 

Energy efficiency and sensing coverage are essential metrics for enhancing the lifetime and the utilization of wireless 
sensor networks. Many protocols have been developed to address these issues, among which, clustering is considered a 
key technique in minimizing the consumed energy. However, few clustering protocols address the sensing coverage 
metric. This paper proposes a general framework that addresses both metrics for clustering algorithms in wireless sensor 
networks. The proposed framework is based on applying the principles of Virtual Field Force on each cluster within the 
network in order to move the sensor nodes towards proper locations that maximize the sensing coverage and minimize 
the transmitted energy. Two types of virtual forces are used: an attractive force that moves the nodes towards the clus- 
ter head in order to reduce the energy used for communication and a repulsive force that moves the overlapping nodes 
away from each other such that their sensing coverage is maximized. The performance of the proposed mechanism was 
evaluated by applying it to the well-known LEACH clustering algorithm. The simulation results demonstrate that the 
proposed mechanism improves the performance of the LEACH protocol considerably in terms of the achieved sensing 
coverage, and the network lifetime. 
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1. Introduction 

Wireless Sensor Networks (WSNs) are considered among 
the most interesting technologies in the field of commu-
nication and networking. The popularity of WSNs arises 
from the usage of low-power and low-cost sensor nodes 
that can be deployed in large numbers. These nodes are 
used to sense and monitor environmental and physical 
conditions such as temperature, pressure, humidity, and 
sound [1]. A WSN may contain one or more base stations 
(BS) and hundreds of sensor nodes that are deployed 
either randomly or manually over a specific region of 
interest. Once deployed, the sensor nodes have the ability 
to organize themselves into a wireless network [2] and 
collaborate with each other to sense and get the informa-
tion from the environment, perform some data processing, 
aggregate the data, and send them to the BS [3]. The BS 
is a node with high capabilities and unlimited power that 
acts as a gateway to other networks. It collects the data 
from the sensor nodes, performs data processing, and 
sends the processed data to their final destination via 
other communication networks such as the Internet [4]. 

Routing algorithms are developed in accordance with  
the characteristics of WSNs, the underlined applications, 

and the requirements of the architecture. Based on the 
network structure, routing protocols for WSNs are classi- 
fied into three types: flat routing, location-based routing, 
and hierarchical routing [2]. In flat routing, all sensor 
nodes within the sensing region have the same role in 
accomplishing the sensing task such as in the Sensor 
Protocols for Information via Negotiation (SPIN) and the 
Directed Diffusion Protocol [2]. In location-based rout- 
ing, the sensor nodes are identified by their locations, 
which are used to form the routing paths towards the BS. 
Geography Adaptive Routing and Greedy Perimeter 
Stateless Routing (GPSR) are examples of the location- 
based routing protocols [2]. In hierarchical routing, sen- 
sor nodes organize themselves into clusters. Each cluster 
consists of a number of sensor nodes and a cluster head 
(CH) that acts as a router to the BS [5]. A CH is a node 
with higher energy than other nodes since it has more 
advanced tasks such as collecting the data from the nodes 
in its cluster, processing and/or aggregating the data, and 
finally sending them to the BS [1]. Examples of hierar- 
chical network routing protocols include Power-Efficient 
Gathering in Sensor Information Systems (PEGASIS),  
threshold-sensitive Energy Efficient Protocol (TEEN and 
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APTEEN), and Low Energy Adaptive Clustering Hie- 
rarchy (LEACH) [2]. 

The general assumption of most clustering protocols 
for WSNs is that sensor nodes are stationary and hence 
the network topology is simple and static. Static cluster- 
ing protocols minimize the signaling overhead of the 
network because there is no need to maintain and manage 
the location information of the sensor nodes. Conse- 
quently, the sensor nodes can save more energy and ex- 
tend their lifetime. On the other hand, there are many 
applications that demand mobility in WSNs components 
like habitat monitoring, animal tracking, and search and 
rescue [6]. The Potential Field Force (PFF) is one of the 
approaches that support mobility of the wireless sensor 
nodes by means of the applied virtual forces. 

PFF is usually used in mobile robotic technologies to 
facilitate obstacle avoidance and local navigation [7]. 
PFF refers to an array of vectors each representing a 
force that can be either repulsive or attractive. Each force 
consists of two components: a magnitude (m) and a di- 
rection (d) [8]. For example, a mobile robot navigating 
an unknown environment is subject to repulsive forces 
caused by the obstacles and an attractive force caused by 
the target. The resultant net force directs the robot to- 
wards the target while avoiding the obstacles. When ap- 
plied to a WSN cluster, every sensor node is subjected to 
repulsive forces caused by nearby sensor nodes in order 
to spread out and increase the overall sensing coverage 
and an attractive force by the CH in order to reduce the 
needed communication energy  [9]. 

The energy constraint in WSNs is a major challenge to 
the development of many potential applications. Several 
research projects investigated such constraint [3]. Hier- 
archal routing protocols are considered among the most 
important routing protocols that are designed to reduce 
the energy consumption in WSNs. However, most of 
such protocols focused on reducing the energy consump- 
tion with no regard to the sensing coverage achieved by 
the network. The sensing coverage, which is an impor- 
tant metric in several applications such as military sur- 
veillance, represents a good measure of how efficient the 
deployment of the sensor nodes was and how much the 
network resources were utilized. 

This paper proposes an efficient general framework for 
clustering algorithms that improves the nodes’ locations 
within the network in order to enhance the overall sens- 
ing coverage and reduce the overall energy consumption. 
This framework can be applied to any clustering algo- 
rithm such as LEACH, TEEN, APTEEN, and PEGASIS 
algorithms. In order to prove its concept and to evaluate 
its performance, the proposed framework is applied to 
the LEACH clustering protocol [10] to form a new clus- 
tering protocol called LEACH-VF (LEACH with Virtual 
Force). 

The rest of this paper is organized as follows: Section 
2 overviews the related state-of-the-art protocols. Section 
3 presents the analytical model of the proposed algorithm. 
The simulation parameters and results are presented in 
Section 4; along with the analysis of corresponding re- 
sults. Section 5 concludes the paper.  

2. Related Work 

The limited power of the sensor nodes is considered the 
most important problem that faces the design of WSNs 
since recharging or replacing nodes’ batteries is usually 
infeasible. Due to its severe impact on the operational 
lifetime of the network, the energy consumption problem 
in WSNs was addressed by several research articles. 
Most of the effective mechanisms proposed employ the 
hierarchical architecture due to its scalability and the 
efficient communication [11]. Also, the energy consump- 
tion in the sensor nodes has a great impact on the overall 
sensing coverage of the network. That is, when a sensor 
node consumes all its energy, it dies, creating a sensing 
coverage hole. Hence, extending the lifetime of the net- 
work and balancing the remaining energy of the sensor 
nodes enhances the sensing coverage area of whole net- 
work. 

LEACH is one of the most popular clustering algo- 
rithms designed for WSNs due to its effectiveness in re- 
ducing the energy consumption in the network and ex- 
tending its lifetime by balancing the remaining energy of 
the sensor nodes. The idea of the LEACH protocol is to 
organize the sensor nodes into local clusters, where each 
cluster has one CH that acts as a router to the BS  [10]. 
This organization conserves energy because the trans-
mission to the BS is done only by the CHs rather than all 
sensor nodes. CHs have the functionality of creating and 
manipulating a Time Division Multiple Access (TDMA) 
schedule, receiving data from non-cluster sensor nodes, 
aggregating, and sending the received data to the BS. The 
optimal number of CHs used is 5% of the total number of 
sensor nodes. The CHs are changed periodically in a 
random fashion in order to balance the remaining energy 
of the nodes. 

Simulation results demonstrated that LEACH con- 
sumed less energy compared with direct communication, 
minimum-transmission-energy routing (MTE), and a 
conventional static clustering protocol. However, the 
LEACH protocol suffers from some problems, one of 
them is related to the random selection of CHs. This pro- 
cess does not consider the locations of the sensor nodes 
in the network, and hence the sensor nodes may be very 
far from their CH, causing them to consume more energy 
to communicate with the CH. 

In [12,13], the CH selection techniques based on the 
nodes’ remaining energy were proposed. However, the 
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process of selecting CHs without taking into considera-
tion the nodes’ locations may have a negative impact on 
the overall performance [14]. Other research work con-
sidered clustering algorithms based on the location in-
formation of the sensor nodes as in [14-18]. However, 
these algorithms improved only the network lifetime and 
did not consider the sensing coverage. 

To explain the idea of the LEACH-VF protocol and pre- 
sent its potential advantages, consider the simple LEACH- 
based cluster with six sensor nodes shown in Figure 1(a). 
The outer large circle represents the cluster area and the 
small circles indicate the sensing coverage of each sensor 
node. The circle in the middle of the cluster represents 
the sensing coverage of the CH. There are four problems 
with this cluster caused by the random distribution of 
nodes and the random selection of CHs: 

On the other hand, in [19,20], LEACH-based algo-
rithms that dealt with the sensing coverage were intro-
duced. These algorithms assume simple and stationary 
network topologies and do not support mobility. In fact, 
several WSN applications that depend on tracking and 
searching require the mobility of the sensor nodes. 
Therefore, LEACH-based algorithms with mobility sup- 
port were proposed in  [6,21,22], but mainly focused on 
the data delivery and the CHs selection problems in mo-
bile sensor networks. The mobility of the sensor nodes 
can be assumed for different purposes. One of these pur-
poses is to improve the sensing coverage by allowing the 
sensor nodes to move to better locations. The PFF 
method was applied in the sensor field to satisfy various 
requirements such as network coverage [23], K-neighbor 
coverage [24], and node deployment and target localiza-
tion  [25]. 

1) There are areas with overlapped sensing coverage 
(i.e., areas covered by more than one sensor node). For 
example, sensor nodes 4 and 6 have a relatively large 
sensing coverage overlap. 

2) There are areas with sensing holes (i.e., areas with 
no sensing coverage). 

3) Some sensor nodes have coverage outside the clus- 
ter area. For example, sensor node 5. 

4) Some sensor nodes are located relatively far from 
their CHs, while they can be relocated in closer places 
and still be useful to the cluster at a lower energy cost. 

When the proposed LEACH-VF algorithm is applied 
to this cluster, the result is shown in Figure 1(b). 

It is worth noting that the above-mentioned problems 
were resolved. Thus, the LEACH-VF algorithm takes a 
regular LEACH-based cluster as input and produces a 
corresponding sub-optimal LEACH-VF cluster to be used 
for data transmission. 

3. The Proposed LEACH-VF Algorithm 

This paper proposes a general framework to address two 
major issues in clustering protocols for WSNs: the net- 
work lifetime and the sensing coverage. This framework 
uses the principles of Virtual Field Force (VFF) [25] to 
determine the locations of the nodes within each cluster, 
in order to maximize the sensing coverage and minimize 
the energy consumption of these nodes, which in turn 
maximizes the lifetime of the network and extends its 
usability. The proposed framework is applied to the 
LEACH clustering protocol [10]. The new clustering pro- 
tocol is called LEACH-VF (LEACH with Virtual Force).  

3.1. Network Model and Assumptions 

In this paper, we consider a WSN with one base station 
and N sensor nodes that are randomly distributed within 
a specific region. 

The following assumptions related to the network are 
used throughout this paper: 

1) The base station is stationary and is located outside 
the region. 

 

          
(a)                                     (b) 

Figure 1. (a) Problems with the LEACH-based clustering and (b) Output of LEACH-VF. 
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2) The sensor nodes are homogeneous in terms of 

hardware and software capabilities. 
3) The sensor nodes are energy constrained and have 

the same initial energy reservoir. 
4) Each sensor node is able to detect its own location 

using some location identification algorithm. 
5) The sensor nodes are mobile. However, the mobility 

is limited to the cluster setup duration and is dictated by 
the CH to which the sensor node is associated. Otherwise, 
the sensor nodes are considered stationary.  

6) The sensor nodes have the same sensing range de- 
noted by Rs. 

7) The CH has a communication range denoted by Rc. 
8) The first order radio model defined in [10] is used. 

3.2. The LEACH-VF Algorithm 

The LEACH-VF algorithm consists of three phases: 
1) The cluster forming and set-up. This phase is very 

similar to that of the LEACH protocol, where the net- 
work is divided into clusters via the CH election; except 
that the sensor nodes report their current locations to the 
CH they are associated via the cluster-join message. 

2) The virtual force computation and sensor nodes 
re-location. In this phase, each CH applies the VFF prin- 
ciples to the sensor nodes associated with it. After that, 
the CH informs the sensor nodes of the new locations, to 
which they should move.  

3) The steady-state or data transmission. This phase is 
the same as in LEACH, where each sensor node, after it 
moves to its new location determined by the CH, senses 
and transmits the sensed data during the time slots as- 
signed to it by the CH during the setup phase. 

3.2.1. The Analytical Model 
The main objective of the proposed algorithm is to de- 
termine the locations of the sensor nodes within each 
cluster such that the sensing coverage of these nodes is 
maximized and the energy cost of communication is 
minimized. That is, the sensor nodes need to be moved 
towards the CH in order to minimize the transmit power 
and away from each other in order to maximize the sens- 
ing coverage. Therefore, it is assumed that the sensor 
nodes are attracted towards the CH via a virtual attractive 
force and are repelled away from each other via a virtual 
repulsive force. The resultant of these forces defines the 
new location to which the sensor node should move. 

Each force, expressed in polar coordinates, is defined 
by a tuple [F, θ] of two components: the magnitude, F, 
which represents the amount of exerted force, and the 
angle, θ, which represents the direction of the force. The 
amount of exerted force is converted into a displacement 
that represents the distance that the sensor node should 
travel, in that direction. 

The types of forces used in LEACH-VF are defined 
and discussed as follows: 

1) The Forces Exerted by the Cluster Head. The amount 
of attractive force exerted by the CH on a sensor node Si 
is directly proportional to the distance between the sensor 
node and the CH, dic. This only applies if dic > 2Rs, where 
Rs is the sensing range of the sensor node. However, if dic 
< 2Rs, then the sensing coverage areas of Si and the CH 
are overlapping. In this case, the CH exerts a repulsive 
force on Si, which is reversely proportional to dic, in order 
to maximize the sensing coverage of both nodes. The 
force, Fic, exerted on Si by the CH can be mathematically 
expressed as follows: 
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where wa and wr are the attractive and repulsive force 
weights; respectively, and θ is the angle of a line segment 
from the node to the CH. It is worth noting that wa and wr 
directly impact the resultant force such that high values 
of these parameters result in large movements of sensor 
nodes. According to [25], the computed forces will be 
effective only if wr >> wa. 

2) The Repulsive Force Exerted between the Sensor 
Nodes. When two sensor nodes Si and Sj are at very close 
proximity such that the sensing coverage areas are over- 
lapping, each sensor node exerts a repulsive force on the 
other node in order to maximize the overall sensing cov- 
erage area. This force is inversely proportional to the 
distance between the two sensor nodes, dij, such that the 
overlapped area is omitted. The repulsive force between 
the sensor nodes is mathematically defined as follows: 
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where Fij is the repulsive force that is exerted on sensor 
node i by sensor node j, dij is the distance between sensor 
nodes i and j, and θ is the angle of a line segment be- 
tween the two sensor nodes. 

3) Finally, the resultant force exerted on the sensor 
node Si is the sum of all the forces exerted by the CH and 
all other sensor nodes. Hence, 

1

N

i ic ij jF F


  F              (3) 

3.2.2. The Virtual Force Computation Phase 
The Virtual Forces Computation (VFC) is the second 
phase of the LEACH-VF protocol. In this phase, the 

Copyright © 2012 SciRes.                                                                                 WET 



Energy-Efficient and Coverage-Aware Clustering in Wireless Sensor Networks 146 

forces that are exerted on each sensor node by the other 
nodes and the CH are computed. Each node sends its 
location information to the CH, which is responsible for 
executing the algorithm and finding the best new loca- 
tions that satisfy the coverage and energy requirements. 
The algorithm is iterative and depends on the concept of 
the virtual forces as in [25]. In each iteration, the CH 
computes the virtual forces that are exerted on each sen- 
sor node within its cluster, moves the sensor nodes virtu- 
ally to the new locations (by virtually, it is meant that no 
actual movements occur during the execution of the al- 
gorithm), and tests the effect of these locations on the 
energy and coverage requirements (the energy and cov- 
erage requirements are considered as exit conditions for 
the algorithm). At the end of the execution, the sensor 
nodes are informed of the new locations to which they 
should finally move. The key steps of the VFC phase are: 

1) Compute the forces that are exerted on each sensor 
node inside the cluster. 

2) Move the sensor nodes virtually to the new loca- 
tions after finishing each iteration. 

3) Test the exit conditions. 
a) If the virtual locations satisfy the exit conditions, 

the sensor nodes move to the new locations, and the al- 
gorithm terminates. 

b) If not, a new iteration is executed until satisfying 
the exit conditions or finishing the maximum number of 
iterations. 

The pseudo-code shown in Table 1 summarizes the 
general process of the VFC phase.  

4. Simulation Results 

Since the aim of the LEACH-VF protocol is to address 
the coverage and energy metrics, four versions of the 
algorithm are presented based on the following cases: 

1) Coverage Only (CO): the algorithm runs with the 
goal of maximizing the coverage metric only. 

2) Energy Only (EO): the algorithm runs with the goal 
of minimizing the energy metric only. 
 

Table 1. Pseudo code for virtual force computation. 

1 Set MaxIterations; 
2 iteration = 1; 
3 While (iteration <MaxIterations) 
4 Test the coverage and energy metrics; 
5 If the coverage &energy requirements are satisfied; 
6 Break from While loop; 
7 Else 
8 Calculate the virtual forces exerted on each sensor node Si 
where  1,2, ,i N  ; 

9 
1

N

ji ij icF F F


   

10 Fi moves sensor Si virtually to its new location; 
11 End if 
12 iteration = iteration + 1; 
13 End while 
14 Move sensor Si physically to the new location. 

3) Energy & Coverage (CE): the algorithm works until 
both the coverage and energy requirements are maxi- 
mized; concurrently. 

4) Energy First (EF): the algorithm runs in two steps. 
First, it minimizes the energy metric. Then, it runs until 
the coverage metric exit condition is met. 

The simulation is divided into two parts. In the first 
part, the four cases are evaluated for different scenarios 
in order to choose the best case and apply it to the 
LEACH protocol. In the second part, the LEACH and 
LEACH-VF algorithms are compared in terms of the 
network lifetime and sensing coverage; using the best 
case chosen in the first part. 

4.1. Evaluation of the Four Cases 

In this part, the four cases presented earlier are examined 
in order to choose the most appropriate case to be used to 
evaluate the performance of the LEACH-VF protocol. 
For each simulation scenario, a number of sensor nodes 
are deployed randomly within a circular region repre- 
senting the cluster. Table 2 summarizes the simulation 
parameters used in this part. 

The four cases are evaluated and compared based on 
four performance metrics: the achieved sensing coverage, 
the average moved distance, the average distance to the 
CH, and the number of iterations used. 

The attractive and repulsive weights, wa and wr, were 
fixed at constant values throughout the simulations. These 
values were obtained via experimentation. 

Figure 2 shows the achieved sensing coverage, as a 
percentage of the maximum possible coverage, for the 
four cases. Note that the coverage area of a single sensor 
node is equal to 1% of the cluster area and hence the 
maximum possible coverage for N nodes is equal to N%. 
It is obvious that, regardless of the case used, the sensing 
coverage increases with the number of sensor nodes for 
two reasons: 

1) In general, each added sensor node contributes to 
the overall coverage achieved. 

2) In all cases, the repulsive forces among the sensor 
nodes with overlapped coverage keep moving these sen- 

 
Table 2. Simulation parameters for the evaluation of the 
four cases. 

Parameter Value 

The sensing range, Rs 5 m 

The communication range, Rc 50 m 

The cluster area 7854 m2 

The number of nodes, N 10, 20,···, 100 

The attractive force weight, Wa 0.02 Newton/m 

The repulsive force weight, Wr 15 Newton/m 

The maximum number of iterations 29 
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Figure 2. A comparison of the achieved sensing coverage. 
 
sor nodes away from each other, which, in turn, increase 
the overall coverage. 

However, as the network density changes from low 
(e.g. N < 40), to medium (e.g.; 40 ≤ N ≤ 70), to high (e.g. 
N > 70), the following observations are worth mention-
ing: 

1) For low and medium node densities, all cases al- 
most achieve the maximum possible coverage. This is 
caused by the fact that the cluster area is relatively much 
larger than the collective coverage of all sensor nodes. 
Hence, with relatively slight movements of the sensor 
nodes away from each other, the coverage overlap is re- 
moved and, as a result, the maximum sensing coverage is 
easily achieved. However, the EO and EC cases achieve 
slightly less sensing coverage than the maximum because 
the EO attempts to minimize the energy consumption 
regardless of the achieved coverage and the EC attempts 
to find the best tradeoff between both, which is harder to 
achieve and hence requires more iterations to perform. 

2) For high node densities (e.g. N > 70), the achieved 
sensing coverage starts to slightly depart from the maxi- 
mum possible coverage for CO, EC, and EF cases, 
whereas for the EO case, it starts to decline rapidly. This 
is generally caused by two factors: 

a) As the nodes become dense, the sensor nodes be- 
come closer to each other and, as a result, the coverage 
overlap increases. In addition, the repulsive forces among 
the sensor nodes become more balanced, which limits the 
movements and keeps some of the overlapping areas. 

b) Since the cluster area and the sensing range of the 
nodes are represented by circles, the coverage holes and 
overlapping areas are inevitable. 

For the EO case, since the goal is to minimize the en- 
ergy consumption in a node-dense area, the balance in 
the forces is reached relatively fast and the algorithm 
exits with a few number of iterations and hence with 
minimal node movements. 

Figure 3 shows a comparison of the average moved 
distance per sensor node for the cases. It is obvious that 
each case behaves almost in a unique way. For high node 
densities, the average moved distance for all cases de- 
creases as the node density increases. This is because, 
both the coverage and the energy requirements are satis- 
fied almost up front and hence the sensor nodes need not 
be moved much. However, in the EO case, the drop rate 
in the moved distance is faster than the other cases. This 
only means that the energy requirements are met much 
faster than those of the sensing coverage as explained 
earlier. For low and medium node densities, the behav-
iors of the cases are very much different. For the CO case, 
the average moved distance is directly proportional to the 
number of nodes. The reason is that as the node density 
increases, so does the coverage overlapping, which 
causes the sensor nodes to move farther away from each 
other in order to spread out and achieve the coverage 
requirements. Whereas, for the EO and the EC cases, 
when the number of nodes is small, they need to move 
relatively long distances in an attempt to be as close to 
the CH as possible. On the other hand, since the EF case 
is a balanced combination of the CO and the EO cases, 
its behavior is in between the two. 

Figure 4 shows the number of iterations used by the 
four cases. It is observed that the behavior is very similar 
to that of the average moved distance and for similar 
reasons, except that the number of iterations has a ceiling 
of 29. Thus, the total number of iterations for the CO 
case is directly proportional to the number of sensor 
nodes. This is due to the fact that as the number of nodes 
increases, the coverage overlap increases, and hence 
more iterations are needed to gradually remove it. How- 
ever, for the EO case, a relatively large number of itera- 
tions are used for low node density and very small num- 
ber of iterations at high node densities. This is related to  

 

 

Figure 3. A comparison of the average moved distance. 
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Figure 4. A comparison of the total number of iterations. 
 
the energy requirements and the associated distance to 
move towards the CH, as discussed earlier. On the other 
hand, the EC case always takes more iterations than the 
EF case even though the two cases achieve their cover- 
age and energy requirements at the end. The difference is 
in the way they operate in order to achieve such require- 
ments. For the EC case, the goal is to achieve both re- 
quirements simultaneously, which is harder to do and 
hence it requires a larger number of iterations. Whereas, 
in the EF case, the goal is to satisfy the energy require- 
ment first, with no more than half of the maximum num- 
ber of iterations, then satisfy the coverage requirements. 
This reduces the total number of iterations used. 

Figure 1 shows the average distance from the nodes to 
the CH for the four cases. For high node densities, all 
cases produce the same result, where the average dis- 
tance is directly proportional to the node density. How- 
ever, for low and medium node densities, the CO case 
produces the worst average distance among all cases be- 
cause it attempts to maximize the sensing coverage only 
and is not concerned with moving the nodes towards the 
CH. Whereas the EO and the EC cases achieve the best 
average distance, which is expected since both attempt to 
minimize the energy consumption. On the other hand, for 
the EO case, the average distance is almost half-way be- 
tween the extreme cases. 

Although the goal of the proposed algorithm is to 
achieve the highest possible coverage and energy gains 
with the least number of iterations and average moved 
distance per sensor node, none of the cases can achieve 
all the requirements simultaneously. However, the best 
compromise among all is found to be by the EF case 
since it achieves the highest possible sensing coverage 
for low and medium node densities and 60% - 70% at 
high node densities, and the best balance in the other 
three metrics compared to the other cases. Therefore, the  

 

Figure 5. A comparison of the average distance to CH. 
 
EF case is selected for the LEACH-VF protocol to be 
compared to LEACH. 

4.2. Performance Comparison of LEACH and 
LEACH-VF Protocols 

A performance comparison between the LEACH and 
LEACH-VF algorithms for different node densities is 
presented here using the following performance metrics:  

1) The sensing coverage: the percentage of the net- 
work area covered by the sensor nodes. 

2) The network lifetime: the round, at which the first 
sensor node dies.  

3) The total remaining energy: the network total re- 
maining energy. 

4) The remaining energy per node: the average re- 
maining energy per live sensor node. 

5) The average moved distance (for LEACH-VF only): 
the average distance moved by the sensor nodes from the 
initial location to the new location. 

It is worth noting here that, in this part, Rc is not fixed 
anymore, but it is rather dependent on the distance be- 
tween the CH and the farthest sensor node associated 
with it; based on the LEACH protocol. Table 3 summa- 
rizes the simulation parameters used. 

4.2.1. Medium Sensor Node Density: N = 60 
Figure 6 shows the percentage of the achieved sensing 
coverage during each round for both LEACH and 
LEACH-VF. It demonstrates that LEACH-VF outper- 
forms LEACH by about 25% for the first 450 rounds. 
Beyond that, the improvement starts to rapidly increase 
between rounds 450 to 600, and then it starts to decrease 
after that. This behavior can be explained as follows: 

1) For the first 450 rounds, during which both proto- 
cols are in steady-state with all nodes still alive, the per- 
cent coverage of LEACH-VF is slightly higher than that  

Copyright © 2012 SciRes.                                                                                 WET 



Energy-Efficient and Coverage-Aware Clustering in Wireless Sensor Networks 149

Table 3. Simulation parameters for performance compari-
son. 

Parameter Value 

Field Size 100 m × 100 m 

Location of BS (100, 100) 

Number of nodes, N 20, 60, 100 

CH probability 0.05 

Initial energy of sensor nodes 0.25 J 

Packet size 4000 bit 

Sensing Range, Rs 5 m 

Attractive Force Weight, Wa 0.02 Newton/m 

Repulsive Force Weight, Wr 15 Newton/m 

 

 

Figure 6. Percent sensing coverage for N = 60. 
 
of LEACH, and since the node density is medium, the 
coverage overlap is initially medium. Therefore, LEACH- 
VF moves the sensor nodes towards the CH to conserve 
in communication energy and slightly away from each 
other to remove the coverage overlap. 

2) For rounds 450 to 600, the improvement in the 
sensing coverage rapidly increases to reach a maximum 
of about 150%. This is attributed to the fact that nodes 
running LEACH die very fast, as seen in Figure 7, while 
LEACH-VF nodes are still mostly alive. Obviously, the 
movement of the sensor nodes towards the CH conserves 
a considerable amount of the sensor nodes’ communica- 
tion energy, as illustrated in Figure 8. Hence, as more 
LEACH nodes die, more sensing coverage is lost within 
the cluster. 

3) For rounds 600 and above, the LEACH-VF nodes 
start to die at a rate slightly faster than that of LEACH, as 
seen in Figure 7. Therefore, the difference in the sensing 
coverage between the two protocols starts to diminish. 

Figure 7 shows that LEACH-VF extends the percent- 
age of live nodes by to 140%. 

Figure 8 illustrates the distribution of the nodes after 
570 rounds in LEACH and LEACH-VF. It is observed 

that the number of dead nodes in LEACH is higher than 
that in LEACH-VF. Is it also noticed that the live 
LEACH-VF sensor nodes are well-distributed over a 
large portion of the area around the middle. 

Figure 9 shows the total remaining energy in the 
LEACH and LEACH-VF nodes for each round and the 
average amount of energy conserved per live node. It is  
 

 

Figure 7. Live sensor nodes for N = 60. 
 

 

Figure 8. Live sensor nodes (circles) vs dead sensor nodes 
(dots) after 570 rounds for N = 60. 
 

 

Figure 9. Total remaining energy for N = 60. 
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obvious that the energy depletes much faster with LEACH 
than with LEACH-VF. 

4.2.2. Analysis of the Results 
This section presents a closer look at the obtained results, 
where the performance of the LEACH-VF is summarized 
and compared for each of the performance metrics used. 
The results show that the LEACH-VF protocol outper- 
forms the LEACH protocol in all cases. 

Figure 10 shows the impact of the node density on the 
achieved sensing coverage of the network. It is evident 
that the improvement in the sensing coverage is mostly 
apparent in networks of medium density. 

Figure 11 summarizes the LEACH-VF improvement 
regarding the number of sensor nodes that are still alive 
in the network. The improvement is maximum for me- 
dium density networks. Although the improvement is 
less for low and high density networks, there is still a re- 
latively good improvement on the number of live sensor 
nodes. 

5. Conclusions and Future Work 

The proposed algorithm addresses both the energy con- 
 

 

Figure 10. LEACH-VF sensing coverage improvement. 
 

 

Figure 11. LEACH-VF improvement on live sensor nodes. 

sumption and the sensing coverage issues in WSN clu- 
stering protocols, which can be applied to and integrated 
with about any existing WSN clustering algorithm. This 
framework uses the concept of the virtual field force 
within each cluster in order to determine the nodes’ 
locations such that the sensing coverage is maximized 
and the energy consumption used for data transfer is 
minimized, which in turn extends the network lifetime. 

In order to demonstrate its effectiveness in addressing 
the energy consumption and sensing coverage problems, 
the proposed algorithm was applied to the LEACH 
protocol and the new protocol is called LEACH-VF. 

The simulation results demonstrated that LEACH-VF 
outperforms LEACH in terms of the achieved sensing 
coverage and the number of live sensor nodes by 150% 
and 140%; respectively. Moreover, after 600 rounds, the 
energy in the LEACH nodes is mostly depleted whereas 
the LEACH-VF nodes still maintain enough energy to 
survive for more rounds. 

As a conclusion, even though it can jointly enhance 
both the sensing coverage and the network lifetime, the 
proposed framework also provides a performance enhan- 
cement tradeoff between the two metrics. That is, de- 
pending of the application requirements of the WSN used, 
the framework may be tuned to maximize the coverage 
only, the energy only, both equally, or both with a priority, 
which adds a needed flexibility to the practical side of it. 

One last thing to mention here is related to the energy 
cost of moving the nodes to the final location during each 
round. Even though the energy cost of node mobility was 
never considered in all the previously proposed protocols 
in the literature [21,22] (neither does the protocol pre-
sented in this research), it is believed that it is crucial 
issue to mention. Most probably, the reason that this im- 
portant cost factor was never considered is that it is 
highly dependent on the mobility mechanism and the 
associated hardware used. To the best of our knowledge, 
there is no existing reference model that can be used. 
Therefore, it is believed that if the energy cost of the mo- 
bility is less than the energy saved by the reduced com- 
munication cost, then the proposed framework can offer 
a decent enhancement on both the lifetime and sensing 
coverage. But, if the two costs are approximately equal, 
then, at least, the sensing coverage can be enhanced. 
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