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ABSTRACT 

Medium-term forecasting is an important category of electric load forecasting that covers a time span of up to one year 
ahead. It suits outage and maintenance planning, as well as load switching operation. We propose a new methodology 
that uses hourly daily loads to predict the next year hourly loads, and hence predict the peak loads expected to be 
reached in the next coming year. The technique is based on implementing multivariable regression on previous year’s 
hourly loads. Three regression models are investigated in this research: the linear, the polynomial, and the exponential 
power. The proposed models are applied to real loads of the Jordanian power system. Results obtained using the pro-
posed methods showed that their performance is close and they outperform results obtained using the widely used ex-
ponential regression technique. Moreover, peak load prediction has about 90% accuracy using the proposed method-
ology. The methods are generic and simple and can be implemented to hourly loads of any power system. No extra in-
formation other than the hourly loads is required. 
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1. Introduction 

The fact that there are many variables contributing to the 
electric load makes accurate prediction of electric load a 
difficult process. These variables involve “uncertainty” 
and have no direct relation with the final load. Moreover, 
the load is characterized to be nonlinear and non-station- 
ary process that can undergo rapid changes due to 
weather, seasonal and macroeconomic variations. So li- 
nearization of the load contributes to making many of the 
classical prediction models inappropriate [1,2].  

From the forecasting point of view, the utility/com- 
pany seeks to operate the power system such that a match 
is achieved between the electric energy demand and sup-
ply. This implies that the more accurate the forecast, the 
more efficient the operation and management of the 
power system. 

Medium term load forecasting covers a time span of (1 
- 12 months) [3]. This type of forecasting depends mainly 
on growth factors, i.e. factors that influence demand such 
as main events, addition of new loads, seasonal variations, 
demand patterns of large facilities, and maintenance re-
quirements of large consumers. Moreover, this type of 
forecast uses hourly loads for prediction of the peak load 

of days or for the weeks ahead. With this information it 
can be decided to whether take certain facilities/plants for 
maintenance or not during a given period of time. This 
will also help to plan major tests and commissioning 
events, and determine outage times of plants and major 
pieces of equipment. The analysis methods used for this 
type of forecast are similar to the short term forecast. 
However, it should be remarked that the sensitivity of 
medium-term forecasting on power system operations is 
less than that of the short-term forecasting [4]. 

Since the electric load varies continuously in time, it is 
considered to be a time series. This enables applying 
different time series techniques and methodologies to 
predicting future loads based on the available historical 
data of the loads.  

Time series techniques are based on the assumption 
that the data have an internal structure, such as autocor-
relation, trend, or seasonal variation. Time series fore-
casting methods detect and explore such a structure [4,5]. 
The objective of this paper is to develop and implement a 
new technique that is based on a non-linear model using 
multivariable regression. This will work as a filtering 
process to explore the structure of the load behavior, as 
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well as, to enable prediction of future loads. In this paper, 
the time series approach is adopted, however, we propose 
establishing a fit to an exponential model that takes into 
account the previous years’ hourly loads.   

Electric companies/utilities use mostly simple fore-
casting models like linear regression and simple econo-
metric models of one or two parameters. However, the 
current trend now is to apply multiple regression fore-
casting models especially to large systems [6,7]. Multiple 
regression in addition to ARMAX models showed also 
good performance [8] and they were applied to both elec- 
tric load and energy forecasting [9,10].  

As a matter of fact the majority of forecasting models 
use statistical techniques or artificial intelligence algo-
rithms such as regression, neural networks, fuzzy logic, 
and expert systems. The end-use and econometric ap-
proach is broadly used for medium- and long-term fore-
casting. A variety of methods, which implement the sim-
ilar day approach, various regression models, time series, 
neural networks, statistical learning algorithms, fuzzy 
logic, and expert systems, have been developed and are 
available for short-term forecasting [4,5,9,10]. 

The forecasting category belonging to quantitative me- 
thods are based on mathematical formulation and include: 
regression analysis, decomposition methods, exponential 
smoothing, and the Box-Jenkins methodology [11-13]. 
The research carried out in this paper belongs to this 
category, i.e. quantitative methods.  

This paper is organized as follows: in Section 2, the 
description of the multivariable regression model is illus-
trated followed by the introduction of the exponential 
power model. In Section 3 the developed technique is 
explained, and in Section 4, results of implementing this 
technique to the Jordanian power system are discussed 
and analyzed using several error and accuracy indicators. 
A comparison of the results obtained using the proposed 
method with those obtained using the exponential regres-
sion method is also demonstrated. Section 5 presents the 
final outcomes and conclusions of this study.   

2. The Models 

When time series analysis is in forecasting, past informa-
tion is used, in conjunction with a forecasting model, to 
predict future values. This becomes an optimization pro- 
blem. In general, this process can be expressed as the 
search for or synthesis of a function f which leads to the 
prediction accordingly [14]: 

     1 1 1
ˆ , , , , ,

1, 2, ,

pY k f X k X k

k N

      



 


1 ,

 (1) 

where, 
 1Ŷ k  is the estimated loads for the next time span, 

N      is the signal length = 8760 hours 

 mX k  are the multiple variables (m = 1,2,  , 
) 

i     are the model parameters to be computed (i = 
1,2, , P) 
 is the number of years span considered in the fore-

casting process. 
Practically speaking, forecasting becomes a problem 

of approximating a given function as precisely as possi-
ble while being able to quantify the performance of fore-
casting error [15,16]. 

In this research we propose using the previous year’s 
yearly hourly loads in conjunction with multivariable 
regression to find the forecast of the next year hourly 
loads. Three models are investigated: a) Modeling the 
next year’s load as a linear function of multivariable 
(previous year’s hourly loads), b) as a nonlinear function 
of previous year’s hourly loads, and c) as a power expo-
nent of previous year’s hourly loads. The mathematical 
formulation of these models is derived in the subsequent 
sections. 

2.1. Multivariable Regression  

Multiple regressions are used in load forecasting when 
the predictor variable y is set to be a function of more 
than one variable. A linear regression model is given as: 

   0
1

ˆ , 1,2, ,i i
i

Y k a a X k k N




        (2) 

where, 
 Ŷ k  is the estimated loads for the next year, 

N     is the signal length = 8760 hours 
 iX k

a
 are the multiple variables   

i      are the model parameters to be computed (i = 
0,1, , ) 
     is the number of years span considered in the 

forecasting process. 
The linear model for a time span  = 1, reduces to: 

   0 1 1
ˆ , 1,2, ,Y k a a X k k N       (2a) 

The non-linear multiple regressions assume that the 
estimates of loads  Ŷ k  have a non-linear relationship 
with the multiple variables  iX k . It should be noted 
that the selection of the multiple variables is open and 
unlimited to a restricted set. For short-term load fore-
casting, they can represent the temperature, the wind 
speed, the cloud density, etc. In this research the selec-
tion was directed to the hourly loads of the year. So 

 iX k  were selected to represent the previous year’s 
hourly loads.  

An mth order multivariable polynomial regression 
may take the following form: 
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       2
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1 1 1

ˆ , 1, 2, ,m
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i i i
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where, 

ij  are the unknown parameters to be computed with 
[i = 0,1, ,, and j = 0,1, ,m] 

a
If the estimated hourly load data is assumed to depend 

on the previous year hourly loads data, then the model of 
Equation (3) may be written as: 

 

       2
00 11 1 12 1 1 1

ˆ 1, 2, ,m
mY k a a X k a X k a X k k N                        (3a) 

 
The unknown parameters 00 11 12 1 are found 

by minimizing the Mean Squared Errors (MSE) between  
, , , , ma a a a original and estimated values is given as: 
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The unknown parameters are found using the follow- ing equation: 
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2.2. The Exponential Power 

This model gives an estimate of the current value of a 
given signal through modeling it as an exponential func-
tion of previous year’s hourly loads. If we select the pre-
vious year dependency, then the model is mathematically 
described as: 

   ˆ , 1,2, ,bY k a X k k N         (5) 

where, 
 Ŷ k  is the estimated loads  for the next year, 

N     is the yearly hours = 8760 hours 
 X k  is the previous year’s loads at the kth hour.  

a ,b   are the model parameters to be computed  
It is essential to replace the data by their natural loga-

rithm (ln = loge), this will transform Equation (5) to a 
linear form, given by: 

 

          ˆln ln ln ln , 1,2, ,Y k a b X k b X k k N                       (5a) 

 
It can be seen that  ln a  implying that a e . 
The objective is to find optimum values for a, and b. 

Hence, by minimizing the (MSE) between original and 
estimated values is given as: 

           
2 2

1 1
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 

               

 
This objective is attained by setting the partial differen-
tials of E with respect to a, and b equal to zero. This will  

lead to the following: 
The unknown coefficients can be found using: 
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Hence, the optimum values are: 
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Therefore the model parameters a, and b, are assessed 
such that  

a e                 (7b) 

3. The Proposed Technique 

3.1. Modeling 

The proposed load forecasting technique can be applied 
to assess the medium term load forecasting in any power 
system. A simple block diagram that represents the mod-
eling phase of the proposed methodology is illustrated in 
Figure 1. 

This figure shows that the input variables are given by 
previous year’s hourly loads  mX k

 Ŷ k

, (m = 1,2,, and 
k = 1,2, ,8760). The computed model parameters, are 
used in conjunction with the actual load  to pro-
vide the hourly load forecast . The forecasted loads 
are then subtracted from the actual recorded hourly loads. 
This will result in the noise added or the random part of 
these loads. This analysis is performed for previously 
known loads, and results are used to define the pattern 
and behavior of the R component, in addition to the 
characterization of the computed parameters of different 
models used.  

Y k 

In fact we can use Signal to Noise ratio as a measuring 
metric. It is shown in a following part of this paper that 
the SNR for the proposed models is about 21 dB. The 
next step is, obviously, to use obtained results to estimate  

 

Figure 1. Multi-variable regression modeling. 
 
or forecast the next time span unknown loads. 

3.2. Parameters Estimation 

The estimation stage is based on three factors: 
1) The signal to noise ratio (SNR) between the re-

corded hourly loads and their corresponding random 
loads R. This is given as: 

   
8760 8760

2 2
10

1 1

10log d
k k

SNR Y k R k B
 

 
  

 
     (8) 

2) The model parameters computed in the previous 
phase, to compute  Ŷ k . 

3) The energy growth model which is a polynomial 
model used to fit the recorded yearly energies. Here, we 
can also use the sum of hourly loads to represent accept-
able energy consumption for certain power systems. 

The above factors can then be employed to compute 
the medium term forecast, for k = 1,2, ,8760, according 
to the following steps: 

1) Knowing the average SNR, and the energy forecast 
of the recorded load, then the energy of the R(k) compo-
nent for the next time span is computed.  

2) Use the estimated parameters to compute the mod-
el-based estimation of loads .  m̂Y k

3) The hourly load forecast is found by adding results 
of 1, and 2 above, resulting in an estimation given by 
     ˆ

m̂Y k Y k R k   

3.3. Load Forecasting 

In this research, the forecasting process using multi- 
variable method is restricted to the time span of one year. 
The adopted load forecasting procedure based on this 
time span, i.e. 1  , involves the following steps, which 
are illustrated in Figure 2: 

a) Process the hourly loads of previous year using the 
specific regression model to compute model parameters,  
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Figure 2. Forecasting process for time span  = 1. 

 
estimated load. 

b) Compute the energies , and 
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e) Find an estimate of the noise energy for the next 
span based on Equation (8), such that 

/10
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1

R

R

E
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E


 



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g) Find the initial estimate of the load in the next span 

as:      1 1
ˆY k Y k R k    


 

h) Find the required an estimate of the load 
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1 1

ˆ
ˆ

E
Y k Y k

E


 



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3.4. Error Performance 

Many error measures exits which are defined based on re-
corded (actual), , and estimated loads, , k=1,2, 

,8760. The following were used in this research: 
 Y k  Ŷ k



a) The absolute normalized error ( % ), which is com-

puted based on the following equation:  

   

 

8760

1
% 8760

1

ˆ

100 (%)k

k

Y k Y k

Y k
 




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


        (9a) 

The absolute percentage error (APE) ( %APE ), which is 

computed based on the following equation:  

   
 

8760

%
1

ˆ
| | 10APE

k

Y k Y k

Y k





  0(%)        (9b) 

b) The average of the absolute error (  av), which is  
computed based on the following equation:  

   
8760

1

1 ˆ (
8760av

k

Y k Y k MW


  )     (9c) 

4. Implementation to Jordanian System 

The hourly loads for the years 1994-2008 were used to 
explore the characteristics of the Jordanian power system. 
The three proposed models were applied to the abovemen-
tioned loads as explained in the following sections. The 
first step was to estimate the energy growth of this system. 

4.1. Estimation of Energy 

The Jordanian system energy growth over the years and 
the corresponding 2nd and 5th order polynomial fit are 
shown in Figure 3. 

The corresponding equations of the estimated energy 
(  Ê k ) in (MWH) for these fits, with k = 1,2, ,8760, 
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Figure 3. Energy growth and their polynomial fit for the years 1994-2008. 
 
are:  
 Second order polynomial: 

  6 2 6 6ˆ 0.7205 10 2.6192 10 7.6632 10E k k k       

(10a) 
 While, the fifth order polynomial is: 

  4 5 4 4 5 3

5 2 5 6

ˆ 9.1 10 7 10 6.1 10

8.9 10 19.1 10 7.6210

E k k k k

k k

      

    
 (10b) 

It is apparent from Figure 3 that a fifth order polyno-
mial will result in a very close prediction values of energy 
over the years of study. However, the second order fit 
shows acceptable results and can be used if simpler com-
putations are needed. The polynomial fit will be used to 
find out unknown future energy values, which are used to 
compute the associated random or noise component for 
the particular year as explained in the following sections. 

4.2. Linear Model Parameters 

Here, the model shown in Equation (2) was used where 
future load is assumed to depend on the loads of several 
historical years. The SNR was computed for different 
values of  between 1-7 years. Results are summarized in 
Table 1: 

Table 1 shows that the time span has little effect on 
the SNR. In fact the overall average of the SNR is 20.2 
dB. The coefficients associated with the time span  = 1 
(Equation (2a)) were computed and results are shown in 
Table 2. 

The over all averages for all years are: SNR = 20.9, a0 

= 163.6 and a1 = 0.9 
It is concluded that the average linear model for  = 1 

can be described by the following formula (for k = 1,2 
, 8760):  

  1
ˆ 163.6 0.9Y k X k   



         (11) 

A typical actual hourly loads , and forecasted 

hourly loads 

 Y k

 Ŷ k 
  , in addition to the noise hourly values 

 R k    for a selected year (2004) is shown in Figure 4. 

4.3. Polynomial Model Parameters 

Here, the model shown in Equation (3a) was used (i.e.  
= 1). This selection of  was used to simplify the model 
and to assure higher load correlation due as the time span 
 is reduced. Moreover, this selection will enable com-
paring results of this model with that of the exponential 
power model.  

The SNR was computed when using the third order 
polynomial model (i.e. P = 3), and results showed that 
the overall average of the SNR is 20.9, while the opti-
mum model using third order polynomial multivariable 
regression is given (Equation (3a)) on average, for k = 
1,2, ,8760, as: 

     
 

2
1 1

5 3
1

ˆ 253.81 0.154 0.0013

0.067 10

Y k X k X k

X k

  

 
   (12) 
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Table 1. Effect of time span () on SNR for different years. 

Time Span () 

Year 1 2 3 4 5 6 7 

1995 21.4       

1996 21.6 21.2      

1997 20.9 20.8 20.9     

1998 21.1 20.6 20.6 20.9    

1999 20.5 20.3 20.2 20.1 20.4   

2000 20.2 20.1 20.1 20 20 20.2  

2001 20.2 19.7 19.8 19.9 20.3 20.7 19.7 

2002 20.8 19.9 19 19.6 20 20 19.7 

2003 20.9 19.9 20.2 19.5 20.2 23.4 20 

2004 21 20.4 20.1 20.3 22.1 21 20.3 

2005 21.4 20.5 20 20.1 20.5 20.5 20.1 

2006 21.2 19.9 19.8 19.4 19.6 19.6 18.9 

2007 21 20.2 19.9 19.8 20.1 21.9 19.6 

2008 19.9 19.2 19.1 18.6 18.7 18.6 18.5 

Mean 20.9 20.2 20 19.8 20.2 20.7 19.6 

 
Table 2. Linear model coefficients for time span  = 1. 

Year SNR a0 a1 Year SNR a0 a1 

1995 21.4 115.6 0.9 2002 20.8 113.8 0.9 

1996 21.6 125.7 0.9 2003 20.9 163.8 0.9 

1997 20.9 129.3 0.9 2004 21 179.8 0.9 

1998 21.1 141.7 0.9 2005 21.4 177.9 0.9 

1999 20.5 150.7 0.8 2006 21.2 128.3 1 

2000 20.2 112 0.9 2007 21 285.6 0.9 

2001 20.2 185.6 0.8 2008 19.9 281 0.9 

 

 

Figure 4. Load components related to linear model analysis for 2004. 
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4.4. Exponential Power Model Parameters 

Here, the model shown in Equation (5) was used with 
one year span. The SNR values, and the model parame-
ters were computed using the matrix equation given by 
Equation (7). Results showed that the SNR for the indi-
vidual years are close, and the average SNR values is 
about 21 dB. Similarly, the computed model parameters 
(found by using Equation (7)) have also close values for 
different years, and it can be concluded that a good mod-
el, for k = 1,2,  ,8760, would be given by: 

   0.83ˆ 3.4Y k X k             (13) 

It should be emphasized that other time span value can 
be used, and hence the procedure must be modified ac-
cordingly. However, this is out of the scope of this paper 
and shall be investigated in future research. We shall 
illustrate using the above procedure to forecast the load 
of the year 2008 for the three models adopted.   

4.5. Forecasting Results 

4.5.1. Linear Model 
The results of application of the linear model are summa-
rized in Table 3. The table shows the errors incurred 
when applying the linear model and the corresponding 
yearly peak loads errors. It can be seen that the average 
error in estimation reaches 9.8% while the absolute error 
averages to 6.7%. The mean error per hour is about 96 
MW. On the other hand the percentage error in peak fo-
recasting is about 5.3% which corresponds to 76.7 MW. 

 

4.5.2. Polynomial Model  
The results of application of the third degree polynomial 
model are summarized in Table 4 which indicates that 
the errors incurred of the polynomial model are very 
similar to those obtained for the linear model. It can be 
seen that the average error in estimation reaches 9.7% 
while the absolute error averages to 6.4%. The mean er-
ror per hour is about 97 MW. On the other hand the per-
centage error in peak forecasting is about 4.7% which 
corresponds to 72.2 MW. 

4.5.3. Exponential Power Model 
The results of application of the exponential power are 
summarized in Table 5. The table shows that the errors 
incurred of the exponential power vary to a limited extent 
from those obtained for the linear model. It can be seen 
that the average error in estimation reaches 10.3% (worse 
than linear) while the absolute error averages to 4.6% 
(better than linear). The mean error per hour is about 111 
MW. On the other hand the percentage error in peak fo-
recasting is about 9.2% which corresponds to 120 MW 
(worse than linear). 

4.5.4. Comparison with Exponential Regression  
A comparison between the proposed methods and the 
exponential regression method, which is widely used by 
many electric utilities, was performed. Hourly load data 
for the period 1994 - 2007 were used to predict the hourly 
loads of next time span using exponential regression. Re- 
sults show that the average error incurred is 299 MW 
corresponding to 20% in the peak load estimation using 
the exponential regression. For the year 2008, in particu- 

Table 3. Linear model: overall incurred errors and peak load errors. 

Incurred errors 
Recorded Peak 

(MW) 
Forecasted Peak 

(MW) 
Peak load forecasting 

Errors  
Year 

% APE% av(MW)   || (MW) || (%)

1996 11.5 9.7 76.3 902 983 81 9 

1997 13.2 11.4 92.4 971 1047 76 7.8 

1998 10.6 8.4 79.7 1020 1073 53 5.2 

1999 11.5 9.3 90.6 1099 1161 62 5.6 

2000 11.9 9.7 97.7 1206 1200 6 0.5 

2001 10.7 7.7 93.6 1225 1305 80 6.5 

2002 9.1 5.8 84.8 1370 1392 22 1.6 

2003 8.8 5 86.8 1387 1451 64 4.6 

2004 6.8 1.4 73.2 1515 1578 63 4.2 

2005 6.4 1 76 1710 1639 71 4.2 

2006 7.5 3.2 96.3 1860 1742 118 6.3 

2007 9.9 7.7 144.3 2130 1979 151 7.1 

2008 9.7 6.9 151.8 2230 2081 149 6.7 

Mean 9.8 6.7 95.7   76.6 5.3 
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Table 4. Polynomial model: overall incurred errors and peak load errors. 

Incurred errors 
Recorded Peak 

(MW) 
Forecasted Peak 

(MW) 
Peak load forecasting 

Errors Year 
% APE% av(MW)   || (MW) || (%)

1996 11.5 9.7 76.3 902 961 59 6.5 

1997 13.2 11.4 92.4 971 1015 44 4.5 

1998 10.6 8.4 79.7 1020 1069 49 4.8 

1999 11.5 9.3 90.6 1099 1180 81 7.5 

2000 11.9 9.7 97.7 1206 1208 2 0.2 

2001 10.7 7.7 93.6 1225 1255 30 2.4 

2002 9.1 5.8 84.8 1370 1371 1 0.1 

2003 8.8 5 86.8 1387 1454 67 4.8 

2004 6.8 1.4 73.1 1515 1549 34 2.2 

2005 6.4 1 76.1 1710 1610 100 5.8 

2006 7.5 3.2 96.4 1860 1740 120 6.5 

2007 9.9 7.6 144.2 2130 1972 158 7.4 

2008 9.6 6.9 151.2 2230 2037 193 8.7 

Mean 9.7 6.4 97.2   72.2 4.7 

 
Table 5. Exponential power model: overall incurred errors and peak load errors. 

Incurred errors 
Recorded Peak 

(MW) 
Forecasted Peak 

(MW) 
Peak load forecasting 

Errors  
Year 

% APE% av(MW)   || (MW) || (%)

1996 6.8 1.4 45.3 902 950 48 5.3 

1997 10 3.5 70.2 971 1121 150 15.4 
1998 9.2 1.2 68.6 1020 1194 174 17.1 
1999 9.7 2.4 76.4 1099 1259 160 14.6 
2000 9 3 73.5 1206 1277 71 5.9 
2001 9.4 1.4 82.2 1225 1389 164 13.4 
2002 8.1 0.3 75.2 1370 1516 146 10.7 
2003 9.2 0.8 90.6 1387 1568 181 13 
2004 9.5 4.1 103.2 1515 1644 129 8.5 
2005 10.3 6.3 121.7 1710 1695 15 0.9 
2006 11.3 8.1 145.3 1860 1792 68 3.7 
2007 14.3 12.3 208.9 2130 2000 130 6.1 
2008 13.6 11.4 213.8 2230 2112 118 5.3 
Mean 10.3 4.6 110.8   120 9.2 

 
lar, the forecasted peak load was 1 632 MW compared to 
the actual peak load of 2 230 MW. This corresponds to 
an absolute error of about 27%. On the other hand, the 
estimated peak loads using the proposed techniques re-
sults in errors in the range of 4.7% - 9.2% (see Tables 
3-5). This means that the proposed methods outperform, 
to a large extent, the exponential regression. It is worth 
nothing that the large error observed in the forecast of the 
regression method can be attributed to the fact that this 
technique performs better when applied to monthly or 
yearly peak loads rather than hourly loads. 

5. Conclusions and Recommendations 

We have proposed three models to perform load fore-
casting based on multi-variable regression (linear, poly-

nomial, and exponential power). These models are ge-
neric and can be used in medium-term load forecasting 
for any power system. Results showed that the perform-
ance of the linear and polynomial models perform was 
close, when applied to the hourly loads of the Jordanian 
power system for different years. The exponential power 
model performs close to the linear model, however, due 
to its more complex nature; it is only applied to a time 
span of one year. The incurred forecasting errors for the 
investigated three models is about 10% while the abso-
lute error (APE) ranges between 4.6% (exponential)-to 
6.7% (polynomial).  

Peak load forecasting results showed that the exponen-
tial model performance is far behind the performance of 
the linear and polynomial models. In fact, the average  
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error in peak load forecasting using the exponential 
model reaches 9.2% which is almost double the error of 
the other models. The average incurred error in peak load 
forecasting using linear model was 5.3%, which is a rea-
sonable percentage. Results also showed that all three 
methods perform much better than the exponential re-
gression method when hourly loads are used to forecast 
peak loads.  

It was also concluded that the linear model is good and 
simple and suits the needs of the National Electric Power 
Company (NEPCO) of Jordan. The application of the 
linear model can also be extended for different time 
spans, λ, which will provide deeper insight of the load 
growth pattern of the Jordanian power system. It should 
be emphasizes that the information needed by the pro-
posed methodologies is only the hourly loads of the year. 
This means that weather, demographic, socio/economic 
and other exogenous data will not be required in the load 
forecasting process. This is an advantage since various 
pieces of information within the power utility may not be 
available, or may have high degree of inaccuracy.  

Finally, the authors recommend that when the pro-
posed models are adopted, they need to be tested on a 
collectively different time spans of hourly loads. 
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