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Abstract 
Studies on the iteration procedure in double bootstrap method have given a great 
impact on confidence interval performance. However, the procedure was claimed to 
be complicated and demand intensive computer processor. Considering this prob-
lem, an alternative procedure was proposed in this research. Despite of using small 
sampling sequence, this research was aimed to increase the accuracy estimation using 
a second replication number which resulted in a large sampling sequence of double 
bootstrap. In this paper, the alternative double bootstrap method was hybrid onto an 
example model and its performance was based on Studentised interval. The perfor-
mance was examined in simulation study and real sample data of sukuk Ijarah. The 
result showed that hybrid double bootstrap model gave more accurate estimation in 
terms of its shorter length when dealing with various parameter values and has 
shown to improve the single bootstrap estimation. 
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1. Introduction 

The iteration procedure is basically used in double bootstrap method to construct con-
fidence interval in situation where the uncertainty estimation is questionable. Firstly 
introduced by Efron in 1983 [1], basically, the procedure is considered to use the 
plug-in method in each set of sample sequences of first bootstrap, and the replication 
size is done using small number than first replication. As proven by [2]-[6], this proce-
dure eventually helps to increase the accuracy estimation which is focusing on the con-
fidence interval estimation.  

Despite of its great advantage in improving the first bootstrap accuracy estimation, 
the procedure seems to demand a high computer processing and eventually provide a 
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range of time to complete the whole algorithm of iteration [2] [7]-[9]. Motivated by 
these problems, this paper proposes an alternative procedure of double bootstrap 
method which aims to increase the accuracy estimation by constructing the interval and 
reduce the computer processing. The proposed method considers a large sampling se-
quence of double bootstrap replication where the replication size is obtained and from 
approximation bias estimation method; refer to [10].  

Instead of directly do the sampling procedure on sample data, this paper is motivated 
to conduct a hybrid modelling procedure, which is considered an example model of 
exponentially weighted moving average and hybrid it with proposed double bootstrap 
method. Next, the performance of this hybrid model is valued upon its accuracy esti-
mation by constructing two-sided Studentised confidence interval [4] [11]. In terms of 
sample data, three set data from Gaussian distribution are generated in Monte Carlo 
simulation study and a set of real data of sukuk Ijarah from Bursa Malaysia are consi-
dered in this research. Generally, the sukuk Ijarah is a branch of Islamic investment 
certificate which is prohibited the element of usury, uncertainty (gharar) and gambling 
along its financial process.  

Thus in this paper, Section 2 presents a discussion on the example model and pur-
posed double bootstrap method. Next, Section 3 presents the sukuk Ijarah sample data 
and the number of double bootstrap replication that obtained from using sukuk data. 
In Section 4, the performance evaluation of hybrid model is presented and Section 5 is 
for research conclusion.  

2. Methodology 

Let ϖ  denote exponentially weighted moving average model. Consider that ix  is 
independent variable and λ  is desirable parameter of 0 1λ≤ ≤  which could be 
known as decay factor of ϖ  model. T thus the one-step-ahead of ϖ  estimation can 
be referred to following recursion:  

( ) 1ˆ ˆ1i i ixϖ λ λ ϖ −= + −                          (1) 

1ˆ , 1, ,i i ix i nϖ ξ−= + =                        (2) 

where iξ  is a white noise process and the one-step-ahead residual estimation of Equa-
tion (1) can be made using formula of 1ˆ ˆi i ixε ϖ −= − .  

The one-step-ahead of ε̂  is implemented to residual double bootstrap scheme. In 
this research, an alternative double bootstrap sampling that proposed by [12] is applied. 
Note that, basically the bootstrapping method required a replication size for sampling 
with replacement procedure. As proposed by [10], a bootstrap replication size can be 
obtained by finding the converge value of bootstrap bias estimation. Motivating by this 
study, a simple modification has been made. Let a true estimator denote as 0η  and η̂  
be expected estimation of ( )E η  which engaged from Equation (1). Thus, the bias es-
timation can be referred to following recursion:  

( )
1 , 1, , ; 1, , ;

b

i
i

E
i b b BB

b

η η
τ =

−  
= = =
∑

                 (3) 
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where b denotes as current bootstrapping replication size, and note that two bootstrap 
procedure are used in this research, thus the respective bias estimation for single and 
double bootstrap are denotes as bτ  and bbτ . The rational replication size is obtained 
when Equation (3) is shown to be converged at certain value. By using this result, it can 
further be used in bootstrapping procedure.  

First procedure is to sample the one-step-ahead of ε̂  with replacement to obtained 
a set of single bootstrap independent variable, bx . The first sampling is completed us-
ing rational size of replication from calculating the bτ  of Equation (3). Once the bx  
is obtained, the one-step-ahead of single bootstrap model and its residual can be esti-
mated using respective formula of ( ) 1ˆ ˆ1b b b

i i ixϖ λ λ ϖ −= + −  and 1ˆ ˆb b b
i i ixε ϖ −= − .  

Consider to draw the ˆb
iε  randomly to obtained a set of double bootstrap indepen-

dent variable sample, { }1 , ,bb bb bb
i mX x x= 

, where 1, ,m bb=  . The draw is completed 
using second rational replication size, bbτ  that obtained by using Equation (3). Once 
the second sampling procedure is completed, the one-step-ahead double bootstrap 
model is estimated using formula of ( ) 1ˆ ˆ1bb bb bb

i i ixϖ λ λ ϖ −= + −  with same parameter 
value used in Equation (1) and single bootstrap model.  

This research is motivated to examine the efficiency of ˆ bbϖ  estimation. Thus, by 
considering two-sided Studentised confidence interval of ˆ bbϖ  estimation, the effi-
ciency can be obtained by finding the length of this interval. The estimation of double 
bootstrap confidence interval can be referred to following recursion: 

( ) ( )1ˆ ˆ ˆ ˆ ˆ ˆ,bb
bb bb bb bb

t
CI t tα αϖ σ ϖ ϖ σ ϖ−

 = − −                  (4) 

where ( )ˆ ˆ bbσ ϖ  denote as standard deviation of ˆ bbϖ  and α  is considered to be 90% 
and 95% critical value of Studentised interval. Note that, the whole steps in this section 
has repetition algorithm and a computer programming is needed to do this simple cal-
culation and looping command. Thus, in this research, it is motivated to use R language 
programming software to do the sampling procedure, estimate the models and its effi-
ciency estimation. 

3. Materials 

A set sample data with respect to sukuk of Ijarah instrument investment issued by Ma-
laysia Airports Capital Berhad is applied in this research. The selected instrument is 
coded as VN100268 under Islamic Medium-Term Notes Programme starting from 
2010 until its maturity year of 2015. For this research, the available daily price that has 
been issued is taken from October 08, 2010 until October 28, 2015 with sample size of 
300. This sample data is plotted in Figure 1. 

Based on Figure 1, the historical information price of sukuk Ijarah has shown to be 
increasing starting from its issuance in 2010 and slightly decrease in early 2011. The 
challenging year of 2011 gave a great impact of Malaysia Airports Capital Berhad trad-
ing activities which result to be its worst price issued on its historical trading. Learned 
by previous market trend, positive activities recorded along 2012 until early 2014. 
However, a slow activity is shown in 2014 and 2015.  
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Figure 1. Daily price of sukuk Ijarah starting from 08 October 2010 until 28 October 2015. 

 
For further step in estimating volatility of sukuk, a set of daily return sample is ob-

tained using the formula proposed by [13]-[15]. By using this returns sample, the pa-
rameter of Equation (1) can be calculated using the proposed method by [16] [17]. 
Having a complete information needed to estimate one-step-ahead of Equation (1), 
further steps is to find the replication size of single and double bootstrap using the re-
spective bτ  and bbτ . Even though the sample size of sukuk Ijarah has found to be 
greater compare to basic bootstrap conditional sample size, the bootstrap procedure 
could still be proceed because the method can helps to increase the efficiency of estima-
tion [18]-[20]. Considering this advantage, thus, the tested replication size starts from 
50 replications until the converged estimation value is obtained. 

Table 1 shows bias estimation results for finding the rational single bootstrap repli-
cation size. It is found that the bτ  estimation is inconsistent at lower replication size, 
which is at 50 until 1700. However, an interesting result shown that the bτ  estimation 
starts to approach a certain value at 1740 until 1742 replications. By considering the 
greater number of this result [21], the rational replication number of single bootstrap 
procedure is 1742. 

Table 2 shows the bias estimation for rational double bootstrap replication size. 
Based on this table, it is found that the convergence starts at size of 2100 until 2200. 
Thus, based on this result and it is consider to choose a lower bbτ  estimation which is 
at 2150 to be used in double bootstrapping procedure.  

4. Performance Evaluation and Comparison 

In this section, the performance evaluation is based on estimation efficiency of single 
and double bootstrap model using the 90% and 95% of two-sided Studentised confi-
dence interval. Instead of directly applied on daily return of sukuk Ijarah sample data, 
this research is motivated to firstly test the comparison of one-step-ahead ˆ bϖ  and  
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Table 1. Bias estimation for single bootstrapping replication size. 

Replication size bτ  

1730 2.68 

1731 56.47 

1732 72.05 

1733 12.90 

1734 37.48 

1735 72.53 

1736 60.36 

1737 78.13 

1738 24.83 

1739 73.26 

1740 38.70 

1741 44.30 

1742 44.06 

 
Table 2. Bias estimation for double bootstrapping replication number. 

Replication size bbτ  

1600 10.72 

1650 9.20 

1700 9.32 

1750 16.52 

1800 0.80 

1850 15.12 

1900 5.06 

1950 23.08 

2000 25.86 

2050 4.22 

2100 6.16 

2150 5.55 

2200 5.78 

 
ˆ bbϖ  efficiency in Monte Carlo simulation study. The aim of this test is to study the ef-

ficiency pattern of both models in findings best estimator to be applied in real situation 
sample data.  

4.1. Monte Carlo Simulation 

Three sample size, {n: n1, n2, n3} are generated randomly from Gaussian distribution, 
( )~ ,nX N µ σ  using zero mean and one standard deviation. The generated samples 
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are {n: n1 = 30, n2 = 60, n3 = 200} which is mostly used by [22] [23] for examine the 
pattern result when dealing with different size of sample, which is small, medium and 
large sample size. In terms of parameter value, consider a set of { λ : 1.00, 0.90, 0.75, 
0.50, 0.40, 0.30, 0.25, 0.10, 0.05, 0.03} to be used in completing the estimation of 
one-step-ahead ˆ bϖ  and ˆ bbϖ . These values are motivated by the research of [24], 
[25]. According to their research, these parameter value are categorical as greater value, 
means that λ = 1.00 down to λ = 0.30, while the small value is from λ = 0.25 until λ = 
0.03. The aim of using different parameter values is examine the ˆ bϖ  and ˆ bbϖ  per-
formance when the parameter is not estimated. The hybrid model performance is said 
to be efficient as the length of confidence interval approaching to true value as the sam-
ple size increase. By using all the information given, thus, the Studentised confidence 
interval can be estimated and its corresponding result can be referred to Table 3 and 
Table 4.  

In Table 3 and Table 4, it shows the comparison of Studentised confidence interval 
estimation for one-step-ahead of single, ˆ bϖ  and double bootstrap model, ˆ bbϖ . Note 
that, at sample size of 30, both of models seem to have decreasing length and the esti-
mations are found to be shorter when using smaller λ. This indicates that both models 
are efficient when involving smaller sample size. Note that, for sample size of 60, both 
models has shown inconsistent estimation when using λ = 0.40 down to λ = 0.25. For 
example ˆ bϖ  of 90% confidence interval, the length estimations are starts from 
{0.21053 → 0.12977 → 0.14599}. This indicates that both models are not well efficient 
using medium parameter value. However, an interesting result is found in double boot-
strap model, ˆ bbϖ  where the length is continues decrease as λ decrease, compare to 
single bootstrap.  

Moreover, the length estimation of both models is shown to be consistently de-
creased as sample size increase. For example ˆ bbϖ  and λ = 0.90, the estimation 90% 

 
Table 3. Comparison of 90% of two-sided studentised confidence interval. 

n 30 60 200 30 60 200 

λ ˆ bϖ  ˆ bbϖ  
1.00a 0.45482 0.37090 0.23611 0.45442 0.37048 0.23594 

0.90 0.44995 0.35816 0.19873 0.40602 0.33016 0.18110 

0.75 0.45857 0.31597 0.17269 0.33434 0.26841 0.14280 

0.50 0.30310 0.18869 0.15291 0.24392 0.13324 0.12054 

0.40 0.27233 0.21053 0.11017 0.17472 0.16511 0.08060 

0.30 0.26264 0.12977 0.08115 0.17114 0.09140 0.05664 

0.25b 0.23160 0.14599 0.08457 0.14489 0.09815 0.05494 

0.10 0.09262 0.08606 0.04572 0.06577 0.03387 0.02724 

0.05 0.04530 0.03444 0.02669 0.01629 0.01061 0.01028 

0.03 0.03662 0.02391 0.02041 0.01186 0.01017 0.00835 

aRefer to greater parameter value of 1.00 down to 0.30. bRefer to small parameter value of 0.25 down to 0.03. 



M. S. Lola, N. H. Zainuddin 
 

811 

Table 4. Comparison of 95% of two-sided studentised confidence interval. 

n 30 60 200 30 60 200 

λ ˆ bϖ  ˆ bbϖ  
1.00a 0.54746 0.44412 0.28174 0.54698 0.44362 0.28154 

0.90 0.54160 0.42886 0.23714 0.48872 0.39534 0.21611 

0.75 0.55198 0.37834 0.19757 0.40244 0.32140 0.17040 

0.50 0.30310 0.22594 0.18247 0.29360 0.15954 0.14384 

0.40 0.32780 0.25209 0.11017 0.21031 0.19771 0.09618 

0.30 0.31104 0.12977 0.09684 0.20600 0.10945 0.06759 

0.25b 0.27877 0.17481 0.10092 0.17440 0.11753 0.06556 

0.10 0.11149 0.10305 0.05456 0.07917 0.04056 0.03251 

0.05 0.05453 0.04124 0.03184 0.01961 0.01271 0.01226 

0.03 0.04408 0.02863 0.02435 0.01428 0.01218 0.00996 

a,bThe abbreviation can be refer to Table 3. 
 

Table 5. Studentised confidence interval using sukuk Ijarah sample data. 

 Confidence Interval 
Length 

 Lower Upper 

90% CI:    

(a) Single Bootstrap Model −218.746 273.413 492.159 

(b) Double Bootstrap Model −191.359 267.963 459.322 

95% CI:    

(a) Single Bootstrap Model −223.961 268.942 492.903 

(b) Double Bootstrap Model −204.077 255.372 459.449 

 
and 95% interval estimation are respectively start from {0.40602 → 0.33016 → 0.18110} 
and {0.48872 → 0.39534 → 0.21611}. Note that, the estimation value of ˆ bϖ  is also 
found to be shorter compare to ˆ bbϖ . These results indicate that ˆ bbϖ  is more efficient 
estimator compare to ˆ bϖ .  

4.2. Example of Real Sample Data  

The daily return sample data of sukuk Ijarah is used to estimate the single and double 
bootstrap model. In this estimation procedure, the rational parameter value is found to 
be 0.94. By using the same replication number of single and double bootstrap sampling 
procedure, the length of Studentised confidence interval could be proceed to be esti-
mated. Thus, the result can be fevered to Table 5.  

Based on Table 5, it is shown that by using double bootstrap model as the estimator 
for Studentised interval, the interval length is found to be shorter compare to single 
bootstrap. For example 90% confidence interval, the respective estimation of ˆ bϖ  and 
ˆ bbϖ  is shown to be 492.159 and 459.322. Note that, by using a critical value of 0.05α = , 

the length estimation is found to give greater value compare to 0.10α = .  
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5. Conclusion 

In this paper, an alternative procedure of double bootstrap was proposed and consi-
dered to be hybrid into an example model. The performance of this hybrid model was 
tested in terms of its accuracy estimation in simulation study and a real sample data 
known as sukuk Ijarah. A large sampling sequence of double bootstrap was found to 
shorter the Studentised interval estimation when using small range parameter of exam-
ple model in simulation study. The length estimation found to be shorter as sample size 
increased. Moreover, for sukuk Ijarah sample data, it was shown that double bootstrap 
model has the shortest confidence interval compared to single bootstrap model. Based 
on both studies, it can conclude that large sampling sequence of double bootstrap has 
increased the accuracy estimation and improved the single bootstrap estimation.  
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