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Abstract 
This paper evaluates the efficiency of the SARFIMA model at forecasting high-frequency long 
memory series with especially long periods. Three other models, the ARFIMA, ARMA and PAR 
models, are also included to compare their forecasting performances with that of the SARFIMA 
model. For the artificial SARFIMA series, if the correct parameters are used for estimating and fo-
recasting, the model performs as well as the other three models. However, if the parameters ob-
tained by the WHI estimation are used, the performance of the SARFIMA model falls far behind 
that of the other models. For the empirical intraday volume series, the SARFIMA model produces 
the worst performance of all of the models, and the ARFIMA model performs best. The ARMA and 
PAR models perform very well both for the artificial series and for the intraday volume series. 
This result indicates that short memory models are competent in forecasting periodic long mem-
ory series. 
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1. Introduction 
Recent years have witnessed a vast increase in the amount of high-frequency financial market data that are 
available. Using these data, practitioners are now able to manage their assets in greater detail. For example, the 
intraday volume series is often used in the Volume Weighted Average Price (VWAP) strategy to avoid a large 
reverse impact when executing large orders. Consequently, the econometrics of the high-frequency financial se-
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ries receives wider attention in the academic field. As Engle (2005) summarizes, intraday financial series often 
contain periodic patterns and present a long horizon of strong dependence [1]. The autocorrelation function 
(ACF) of these series decays slowly and is particularly significant at the seasonal lags. These periods can be es-
pecially long when the sampling interval becomes short. 

A number of works have been concerned with forecasting the periodic long memory series. They mainly fo-
cused on forecasting series with relatively short periods, namely twelve monthly periods or four seasonal pe-
riods in a year. On one hand, various long memory models have been used for forecasting this series. An auto-
regressive fractionally integrated moving average (ARFIMA) model [2] [3] was directly applied by Franses & 
Ooms (1997) in [4] to forecast quarterly UK inflation. Porter-Hudak (1990) suggested a seasonal autoregressive 
fractionally integrated moving average (SARFIMA) model to forecast monetary aggregates [5]. This model tries 
to remove the hyperbolic decay at the seasonal lags by including a seasonal fractional differencing filter  

( )1
DsB−  in the ARFIMA model, where B is the backward shift operator, s is the given period and D is the  

seasonal differencing parameters. This model is later used in [6] for monthly river flows and in [7] for inflation 
rates. By introducing seasonal dummy variables to seasonally change the fractional differencing parameter in the 
ARFIMA model, Ref. [4] proposed a periodic ARFIMA (PARFIMA) model for forecasting periodic long mem-
ory series. On the other hand, short memory models, such as the autoregression (AR) model and the periodic 
autoregression (PAR) model, were also proven to be competent in handling this series. 

However, no consistent conclusion has been made on the superiority of specific models for forecasting peri-
odic long memory series. Franses & Ooms (1997) [4] tried the periodic PAR model, AR model, PARFIMA 
model and ARFIMA model to forecast the quarterly UK inflation, but found no significant difference between 
these models. Those authors did find that the PARFIMA model was generally outperformed by rival models. 
Porter-Hudak (1990) compared the SARFIMA model and the Airline model, and found that the former outper-
formed the latter [5]. Nasr & Trabelsi (2005) tried the PARFIMA, SARFIMA, PAR, and AR models in [7] to 
forecast inflation rates in four different countries, and showed that the long memory models, the PARFIMA 
model and the SARFIMA model, performed better than the short memory models in terms of information crite-
ria and clean residuals. 

This paper studies the performance of different models when forecasting high-frequency long memory series 
with long periods. In particular, we want to deduce whether the SARFIMA model is capable of forecasting this 
type of series, because the mechanism of the SARFIMA process fits the description of the periodic long memory 
series well. Artificial SARFIMA series are generated to test the performance of different forecasting models, in-
cluding the ARFIMA, the SARFIMA, the AR and the PAR models. We are also interested in finding a suitable 
model for forecasting intraday volume series, which is a very useful series for VWAP trading. These four mod-
els will also be tried on this series for comparison. 

This paper is organized as follows: Section 2 introduces the four forecasting models that will be tested. Sec-
tion 3 studies the performances of the four models through Monte Carlo simulations. Section 4 uses these mod-
els to forecast the intraday volume in both the American and Chinese stock markets and then compares their 
performance. Section 5 presents our conclusion. 

2. The Models 
2.1. Long Memory Models 
Two long memory models will be used in our study. The ARFIMA model ignores periodicity. The other, the 
SAFARMA model, includes periodicity. 

If we assume that a simple fractional differencing operator can remove the high autocorrelation at both the 
seasonal lags and non-seasonal lags, we can use an ARFIMA model directly to help forecast a periodic long 
memory series. The ARFIMA model is defined as: 

( )( ) ( ) ( )1 d
t tB B X Bφ µ θ ε− − =  

where µ  is the mean of the process, tε  is the white noise process, B is the backward shift operator, 0 < d < 
0.5 is the differencing parameters respectively, ( )Bφ , ( )Bθ  are the polynomial operators with orders p, q 
respectively. 
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( ) ( )2 2
1 2 1 21 , 1p q

p qB B B B B B B Bφ φ φ φ θ θ θ θ= − − − − = − − − −   

A full definition of the SARFIMA ( ) ( ), , , , sp d q P D Q×  model is defined as: 

( ) ( )( ) ( ) ( ) ( ) ( )1 1
Dd s

t tB B B B X B Bφ µ θ εΦ − − − = Θ  

where s∈Ν  is the seasonal period, 0 0.5d< <  and 0 0.5D< <  are the non-seasonal and seasonal diffe-
rencing parameters respectively, with additional constraints 0 0.5d D< + <  to assure the stationary of the 
process, ( )Bφ , ( )Bθ  are the non-seasonal polynomial operators with orders p, q respectively, ( )BΦ , 
( )BΘ  are the seasonal polynomial operators with orders P, Q respectively: 

( ) ( )2 2
1 2 1 21 , 1 .P Q

P QB B B B B B B BΦ = −Φ −Φ − −Φ Θ = −Θ −Θ − −Θ   

For convenience, this paper is restricted to the SARFIMA model with 0P Q= = , namely: 

( )( ) ( ) ( ) ( )1 1
Dd s

t tB B B X Bφ µ θ ε− − − =  

and the ARFIMA model with 1p q= = . 
For the ARFIMA model, there are several methods chosen for its parameter estimation, including the Exact 

Maximum Likelihood method [8], WHI method [9] and Non-Linear Least Squares estimator [10]. For the 
SARFIMA model, Reisen et al. (2006) suggest a maximum likelihood method for its estimation [11]. However, 
this method is time-consuming when calculating the covariance matrix, especially for the high-frequency series 
with a relatively large sample size and when the AR coefficients, MA coefficients, seasonal and non-seasonal 
fractionally differencing parameters are all nonzero. Moreover, no further improvement for simplifying the pro-
cedure of this method, such as what Sowell (1991) does to improve the maximum likelihood estimation for the 
ARFIMA model, has yet been proposed. Bisognin & Lopes (2007) use the WHI method for the SARFIMA 
model’s estimation in [12]. This method is simpler and faster in application. Because this paper discusses the 
forecasting of large sample high-frequency data using the SARFIMA model with nonzero AR and MA coeffi-
cients and non-seasonal fractionally differencing parameters, we use the WHI method for estimating the 
SARFIMA model. 

For consistency, this paper also uses the WHI method to estimate the parameters of the ARFIMA. WHI is an 
approximated likelihood method. The discrete form of its likelihood function is given by: 

( ) ( ) ( ) ( )
( )

11

1
2 ln ,

,

n j
X j

j X j

I
L n f d

f

λ
ς λ

λ ς

−
−

=

  = + 
  

∑  

where ς  is the vector of unknown parameters ( )2, , ,d D εµ σ ′ , jλ  is the frequency, n is the sample size,  

( ),jf λ θ  is the spectral density function of tX  and 

( ) ( )
2

1

1
2π e .j

n
it

j t
t

I n X λλ −

=

= ∑  

2.2. Short Memory Models 
The two short memory models used in this paper are the ARMA model and the PAR model. 

The ARMA model is formulated as: 

( )( ) ( ) .t tB X Bφ µ θ ε− =  

By incorporating seasonal polynomial operators to the AR model, the PAR(p) model is defined as: 

( ) ( )( )s
t tB B Xφ µ εΦ − =  

where s is the given period and ( )s BΦ  is the seasonal polynomial operators with orders P: 

( ) 2
1 21 .s s s Ps

PB B B BΦ = −Φ −Φ − −Φ  
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This paper is restricted with 1p q P= = = , namely an ARMA (1,1) and a PAR(1). The parameters of the AR 
and PAR models are estimated by non-linear least squares method. 

3. Simulation Study 
To test the performance of different models for forecasting a periodic long memory series, we generate the 
SARFIMA ( ) ( )1, , 1 0, , 0 sp d q P D Q= = × = =  artificial series tX  with zero mean and unit variance: 

( )( ) ( ) ( )1 1
Dd s

t tB B B X Bφ θ ε− − =  

{ }300,1100n∈  when 48s = , { }500,2000n∈  when 78s = , autoregressive and moving average parameters 
( ) ( )1 1, 0.3,0.4φ θ =  and fractional differencing parameters ( ) ( ), 0.2,0.2d D = . Periods { }48,78s∈  are used 
to correspond to the periods of the intraday volume series examined in the next section. Consequently, there are 
four types of this artificial series. The last two periods of each series are left for forecasting; the former data are 
used for estimation. Forecasts are undertaken one-step in advance. For example, for {s = 48, n = 300} series, the 
1st to 204th real data are used for estimation so that we can obtain the 205th predictive data. Then, the 2nd to 
205 real data are used for estimation, and we forecast the 206th predictive data. Under each sample size, 100 
duplicated series are generated to investigate the overall forecasting performance of different models. Figure 1 
plots the examples of the last two periods of the four types of the artificial series. Figure 2 shows the ACF of 
these four series. 

The periodicity does not seem to be apparent for all of these series, but the ACF shows significant autocorre-
lations both at the seasonal and non-seasonal lags for the two series. The Augmented Dickey-Fuller unit root test 
and two semiparametric tests, GPH test and the Gaussian Semi-parametric (GSP) test [13] [14] are also under-
taken to examine their stationary status and long memory. Table 1 lists the ADF unit root test and the long 
 

 
Figure 1. Data plots for the artificial series, the 205th to 300th data for n = 300 series (left), the 1005th to 1100th data for n = 
1100 series (right).                                                                                            
 

 
Figure 2. ACF for the artificial series, n = 300 series (left), n = 1100 series (right).                                        
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Table 1. ADF and long memory test results.                                                                   

Test s = 48, n = 300 s = 48, n = 1100 s = 78, n = 500 s = 78, n = 2000 

ADF (t-statistics) −12.7408* −14.3546* −15.3429* −19.6710* 

GPH (d value) 0.2264 0.2126 0.2435 0.2577 

GSP (d value) 0.1798 0.2191 0.2657 0.2471 
*Significant at 5% level. 
 
memory test results. The ADF and long memory tests show that the two series are both stationary and with sig-
nificant long memory. 

For other duplicated series, their plots, ACF, stationarity and long memory properties are similar with the two 
series examined above. Due to space constraints, we provide only two examples here and do not elaborate on 
them. 

The four models are then used to forecast the artificial series for testing their forecasting performances. Two 
sets of parameters are used for forecasting, especially for the SARFIMA model. One parameter is obtained by 
the WHI estimation. The other, as we already know the true parameters of the artificial SARFIMA series, is the 
set of parameters of the artificial series. Accordingly, we can take the performance of these two different para-
meter settings for the WHI estimation together to determine whether estimation bias would cause any negative 
effect. The statistical measure used in this paper for measuring forecasting accuracy is the mean squared error of 
the estimators (MSE), given by: 

( )2

1

ˆMSE
k

t t
t

X X
=

= −∑  

where k is the number of predicted data and tX  and ˆ
tX  are the real and predictive value of the series respec-

tively. For each type within the artificial series, we calculate the average MSE of the 100 duplicated series by: 
100

1
MSE MSE 100.

n

i

=

=

= ∑  

Table 2 lists the average MSE of the four models for forecasting the four types of the artificial series. The 
SARFIMA model with known parameters is denoted as SARFIMA-known. The SARFIMA model with para-
meters estimated by WHI is denoted as SARFIMA-WHI. The averages of the MSE of these models for the 100 
duplicated series are listed in the last row. 

First, we can see from Table 2 that the PAR model performs best at forecasting all types of the artificial series. 
Its MSE are the smallest for most duplicated series. This finding indicates that a periodic short memory model is 
competent at predicting an SARFIMA series. The SARFIMA model using known parameters also performs well, 
with its average MSE ranked second. The non-periodic models, namely the ARFIMA and ARMA models, per-
form slightly worse than the periodic models. This finding indicates that considering periodicity is beneficial for 
accurately forecasting the artificial SARFIMA series, but the differences between the performances of the PAR, 
ARMA, SARFIMA-known and ARFIMA models are not very large. The differences of their average MSE are 
within 0.06. 

However, the performance of SARFIMA-WHI falls significantly behind that of other models. Most of its 
MSE are much larger than that of others. Table 3 lists the average of the estimated parameters for the SAR- 
FIMA-WHI model. 

We can see that the WHI method tends to underestimate both the seasonal and non-seasonal fractional diffe-
rencing parameters d and D. This phenomenon is true especially for the n = 300 artificial series, for which the 
WHI method underestimate d and D by nearly 0.1. This finding indicates that the estimation bias is responsible 
for the loss of forecasting accuracy of the SARFIMA model using the WHI estimation.  

4. Empirical Study 
The intraday volume series is a very useful series for VWAP trading strategy, which splits and executes orders 
according to the predicted intraday volume distribution. Intraday volume series is a typical series that presents 
both periodicity and long memory. Here, we choose data gathered from the NASDAQ composite index and the  
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Table 2. The average MSEs for forecasting four types of the artificial series.                                              

Type of the artificial series ARFIMA SARFIMA-known SARFIMA-WHI ARMA PAR 

s = 48, n = 300 1.0171 1.0123 1.2862 1.0404 0.9906 

s = 48, n = 1100 1.0472 1.0223 1.3629 1.0630 1.0105 

s = 78, n = 500 1.0370 1.0219 1.3460 1.0635 1.0117 

S = 78, n = 2000 1.0585 1.0275 1.4514 1.0725 1.0144 

 
Table 3. The average of the estimated parameters for the SARFIMA-WHI model.                                          

Type of the artificial series d D AR MA 

s = 48, n = 300 0.1354 0.0959 0.1078 0.1061 

s = 48, n = 1100 0.1564 0.1626 −0.0304 0.1797 

s = 78, n = 500 0.1822 0.1380 0.0292 0.1520 

s = 78, n = 2000 0.1866 0.1823 0.1652 0.2838 

 
Shanghai Stock Exchange 50 Index (SSE 50 Index)1 to populate the sample for this description. We use two 
one-month samples. The SSE 50 Index ranges from January 4th to 31st 2011 in 5-minute intervals. The 
NASDAQ sample ranges from January 3rd to 31st 2011 in 5-minute intervals. Because the trading time for the 
Chinese stock market is 4 hours per day and for the American stock market is 6.5 hours per day, the total time of 
every trading day can be divided into 48 parts and 78 parts, respectively. Therefore, for 20 trading days, we ob-
tained 960 and 1560 observed values from the Chinese market and American market, respectively. For each 
5-minute interval, volume means the sum of all volumes traded within 5 minutes. Figure 3 shows the plots and 
the ACF of the sample series. 

The periodicity and slow decay of the intraday volume series seem to be much more apparent than the artifi-
cial SARFIMA series. The plots show that the sample of the intraday volume series of the SSE 50 Index and 
NASDAQ composite index fluctuate in a U-shape and presents an apparent 48 and 78 periods, respectively. The 
ACF of the series show a very slow decay in the autocorrelation function both at the seasonal and non-seasonal 
lags for the series. 

Next, we apply the four models to a one-year sample of the SSE 50 Index and NASDAQ composite index 
intraday volume to investigate their forecasting performance. This is an in-sample forecast comparison. The pa-
rameters of the models are estimated every month. The forecast is undertaken one-step ahead, using the monthly 
fixed parameters and historical rolling five-day data to forecast the next data. Table 4 and Table 5 list the statis-
tics of the mean, maximum value, minimum value, ADF t-statistics and fractional differencing parameters d es-
timated by GPH and GSP of the SSE 50 Index and NASDAQ composite index intraday volume for each month 
in 2011, respectively. 

On average, the maximum value of each month is more than 4 times the mean value and more than 28 times 
the minimum value. This finding indicates a large deviation, partly due to the seasonal pattern. Although the 
ADF tests prove these series all to be stationary, most of the two semi-parametric estimators of the fractional 
differencing parameter, GPH and GSP, are near or above 0.5. These rates indicate that these stationary series 
have very strong long memories. 

Applying the four models to the sample intraday volume series, we obtain the statistics of MSE of their fore-
casting, as listed in Table 6 and Table 7. 

The results of the two tables are fairly similar. For most monthly samples, the ARFIMA model performs best, 
indicating that a fractional differencing is beneficial for forecasting intraday volume series. Meanwhile, the non- 
periodic models, the ARFIMA and the ARMA, seem to be superior to the periodic models. This finding indi-
cates that, for forecasting intraday volume, adding periodicity may be unnecessary or redundant in terms of fo-
recasting accuracy. The worst performance belongs to the SARFIMA model, of which the MSE are highest for 
forecasting all monthly samples. We can conclude that although this model is considered to be theoretically 
suitable for modeling periodic long memory series, it does not actually work very well on our intraday volume  

 

 

1The SSE 50 Index used consists of the 50 largest stocks of good liquidity and representativeness from the Shanghai security market ac-
cording to an objective, scientific method. 
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Figure 3. The plots and the ACF of the SSE 50 Index, January 4th to 31st 2011, 5-minute intervals.                           
 
Table 4. The statistics of the SSE 50 Index intraday volume for each month in 2011.                                       

Month Number of 
observations Mean Max Min ADF 

(t-statistics) 
GPH 

(d value) 
GSP 

(d value) 
Jan. 960 517213 2617444 109180 −10.4575* 0.5885 0.5332 
Feb. 720 578184 2032704 132651 −4.9658* 0.5653 0.5490 
Mar. 1104 597276 2921257 134438 −8.7126* 0.5403 0.5735 
Apr. 912 604845 3010937 175328 −8.6219* 0.5591 0.5880 
May. 1008 315125 1052178 98968 −7.7034* 0.4277 0.4303 
Jun. 1008 349801 1515968 85317 −6.6711* 0.4829 0.4470 
Jul. 1008 412374 2153114 96716 −10.6532* 0.4949 0.5078 

Aug. 1104 361702 2835370 83057 −9.1132* 0.5173 0.5241 
Sep. 1008 269615 1563451 63966 −10.6051* 0.4033 0.4006 
Oct. 768 386268 2983349 70697 −9.0214* 0.5066 0.4673 
Nov. 1056 297883 1356324 66211 −6.5933* 0.5083 0.5431 
Dec. 1056 247512 4117696 60367 −10.3629* 0.4056 0.4242 

Average - - - - - 0.5000 0.4990 
*Significant at 5% level. 

 
Table 5. The statistics of the NASDAQ intraday volume for each month in 2011.                                          

Month Number of 
observations Mean Max Min 

ADF GPH GSP 

(t-statistics) (d value) (d value) 

Jan. 1560 55 195 0 −10.4543* 0.6201 0.6568 

Feb. 1482 57 160 1 −8.3468* 0.5625 0.6194 

Mar. 1794 67 206 3 −8.3348* 0.5373 0.6121 

Apr. 1560 57 186 13 −8.9120* 0.5541 0.6630 

May. 1638 62 179 5 −8.9724* 0.5117 0.6138 

Jun. 1716 65 190 4 −8.5986* 0.4677 0.5749 

Jul. 1560 66 183 1 −8.8776* 0.5265 0.5968 

Aug. 1794 105 257 9 −6.2128* 0.6028 0.5980 

Sep. 1638 97 225 29 −6.2058* 0.6183 0.6754 
Oct. 1638 94 232 2 −5.9833* 0.6016 0.6858 
Nov. 1638 78 186 1 −7.5528* 0.6128 0.6561 
Dec. 1638 59 172 7 −7.2939* 0.5171 0.6365 

Average - - - - - 0.5610 0.6324 
*Significant at 5% level. 
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Table 6. The MSE (×1010) of the four models’ forecasting results, SSE 50 Index.                                           

Month SARFIMA ARFIMA PAR ARMA Performance 

Jan. 4.4344 2.9568 3.4543 3.1701 ARFIMA > ARMA > PAR > SARFIMA 

Feb. 5.1260 3.5417 4.1332 3.8100 ARFIMA > ARMA > PAR > SARFIMA 

Mar. 4.9637 3.6353 4.1220 3.8267 ARFIMA > ARMA > PAR > SARFIMA 

Apr. 4.9465 3.6692 4.2262 3.8605 ARFIMA > ARMA > PAR > SARFIMA 

May. 2.2025 1.0294 1.3206 1.0867 ARFIMA > ARMA > PAR > SARFIMA 

Jun. 3.2072 1.5498 1.9334 1.6016 ARFIMA > ARMA > PAR > SARFIMA 

Jul. 2.4091 1.6758 1.9425 1.8102 ARFIMA > ARMA > PAR > SARFIMA 

Aug. 3.5710 1.7880 3.3168 3.6005 ARFIMA > PAR > ARMA > SARFIMA 

Sep. 2.9869 1.7880 2.1075 1.9091 ARFIMA > ARMA > PAR > SARFIMA 

Oct. 6.3777 3.4519 4.1498 3.6213 ARFIMA > ARMA > PAR > SARFIMA 

Nov. 2.5193 1.1536 1.5092 1.1923 ARFIMA > ARMA > PAR > SARFIMA 

Dec. 1.7676 0.8571 1.0541 1.0622 ARFIMA > PAR > ARMA > SARFIMA 

Average 3.7093 2.2581 2.7725 2.5459 ARFIMA > ARMA > PAR > SARFIMA 

In the column “Performance”, “>” means to be superior to, e.g. ARFIMA > ARMA means the ARFIMA model is superior to the ARMA model for 
forecasting the corresponding months’ intraday volume. 

 
Table 7. The MSE (×102) of forecasting results, NASDAQ composite index.                                              

Month SARFIMA ARFIMA PAR ARMA Performance 

Jan. 2.9006 2.2891 2.5360 2.3673 ARFIMA > ARMA > PAR > SARFIMA 

Feb. 2.8684 2.0828 2.3794 2.1539 ARFIMA > ARMA > PAR > SARFIMA 

Mar. 3.4062 2.6044 2.8700 2.6131 ARFIMA > ARMA > PAR > SARFIMA 

Apr. 2.3652 2.1415 2.2669 2.1756 ARFIMA > ARMA > PAR > SARFIMA 

May. 3.4284 2.4680 2.8457 2.4884 ARFIMA > ARMA > PAR > SARFIMA 

Jun. 4.0275 2.6247 3.0821 2.5896 ARMA > ARFIMA > PAR > SARFIMA 

Jul. 4.5266 3.4209 3.9391 3.4774 ARFIMA > ARMA > PAR > SARFIMA 

Aug. 6.7548 4.5915 5.2309 4.5433 ARMA > ARFIMA > PAR > SARFIMA 

Sep. 4.7220 3.5422 3.9096 3.4678 ARMA > ARFIMA > PAR > SARFIMA 

Oct. 3.4851 2.6291 2.8474 2.5316 ARMA > ARFIMA > PAR > SARFIMA 

Nov. 4.1874 3.0506 3.4239 3.0508 ARFIMA > ARMA > PAR > SARFIMA 

Dec. 2.7012 2.0851 2.2770 2.0745 ARMA > ARFIMA > PAR > SARFIMA 

Average 3.7811 2.7942 3.1340 2.7944 ARFIMA > ARMA > PAR > SARFIMA 

In the column “Performance”, “>” means to be superior to, e.g. ARFIMA > ARMA means the ARFIMA model is superior to the ARMA model for 
forecasting the corresponding months’ intraday volume. 
 
samples. Additionally, the two short memory models, the ARMA and PAR models, perform slightly worse than 
the ARFIMA model, but much better than the SARFIMA model does. This finding indicates that the short 
memory models are also competent in forecasting intraday volume. 

5. Conclusions 
This paper evaluates the performance of the SARFIMA model at forecasting periodic long memory series, in-
cluding the artificial SARFIMA series, the SSE 50 Index intraday volume series and NASDAQ composite index 
volume series. Three other models are also included in our study to compare their forecasting performances with 
that of the SARFIMA model. 

For the artificial SARFIMA series, if we use the correct parameters for estimating and forecasting, it performs 
well relative to the other three models. However, if we use the parameters obtained by the WHI estimation, the 
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forecasting performance of this model falls considerably behind other models. This phenomenon may be partly 
due to the estimation bias of the WHI estimation, which tends to underestimate both the seasonal and non-sea- 
sonal fractional differencing parameters. The PAR model performs best at forecasting all four artificial series. 
Meanwhile, the non-periodic models, namely the ARFIMA and ARMA models, do not perform as well as the 
periodic models. This outcome indicates that considering periodicity is beneficial for forecasting the artificial 
SARFIMA series. 

For the intraday volume series, the ARFIMA model performs the best among all the models, indicating that 
fractional differencing is beneficial for forecasting the intraday volume series. For most monthly samples, the 
non-periodic models, the ARFIMA model and the ARMA model, seem to be superior to the periodic models. 
This outcome indicates that, for forecasting intraday volume, adding periodicity may be unnecessary or redun-
dant in terms of forecasting accuracy. The SARFIMA model does not work very well on our intraday volume 
samples, exhibiting the worst performance among all the models used. In addition, the two short memory mod-
els, the ARMA and PAR models, also performed well compared to the SARFIMA model. 

In summary, the SARFIMA was outperformed by other rival models in our study. Combining the results of 
the simulation and empirical study together, we conclude that the poor performance of the SARFIMA model 
may be caused by the inaccurate estimation obtained by the WHI method. The estimation method for this model 
still needs further improvement. Before more effective and more accurate estimation methods are proposed, we 
suggest that the SARFIMA model should be carefully applied when forecasting a high-frequency long memory 
time series with long periods. 
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