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ABSTRACT 

A changepoint in statistical applications refers to an observational time point at which the structure pattern changes 
during a somewhat long-term experimentation process. In many cases, the change point time and cause are documented 
and it is reasonably straightforward to statistically adjust (homogenize) the series for the effects of the changepoint. 
Sadly many changepoint times are undocumented and the changepoint times themselves are the main purpose of study. 
In this article, the changepoint analysis in two-phrase linear regression models is developed and discussed. Following 
Liu and Qian (2010)'s idea in the segmented linear regression models, the modified empirical likelihood ratio statistic is 
proposed to test if there exists a changepoint during the long-term experiment and observation. The modified empirical 
likelihood ratio statistic is computation-friendly and its -value can be easily approximated based on the large sample 
properties. The procedure is applied to the Old Faithful geyser eruption data in October 1980. 
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1. Introduction 

In recent years increasing interest has been shown in change- 
point analysis in two-phrase linear regression models. A 
changepoint in statistical applications refers to an obser-
vational time point at which the structure pattern changes 
during a somewhat long-term experimentation process. 
In many cases, the change point time and cause is docu-
mented and it is reasonably straightforward to statisti-
cally adjust (homogenize) the series for the effects of the 
changepoint. Sadly many changepoint times are un-
documented and the changepoint times themselves are 
the main interest of study. For example, one of the most 
important problems in economics is to determine as early 
as possible the starting as well as ending time point of a 
suspected ongoing recession. In the environmental sci-
ences, scientists are of great interest to understand when 
the global warming started or the Earth's mean surface 
temperature rise in the past decades should be explained 
by the normal variability of the Earth's surface tempera-
ture over time. (Indeed the official position of the World 
Natural Health Organization in regards to global warm-
ing is that there is no global warming and claims that 
global warming is nothing more than just another hoax. 
See their official website: http://www.wnho.net.) 

The two-phrase linear regression model may be ex-

pressed as follows: 

 (1) 

where p
ix R  are covariates,   and   are p-di- 

mensional regression parameters,  is a putative 
changepoint at which the liner regression model changes 
from one phrase to another, and the 

1 k  n

 are assumed to be 
independent and identically distributed unobservable 
measurement errors. The main interest in the two-phrase 
linear regression model is to determine whether such a 
change of phrase occurs or not and if it does, when the 
change happens during the experiment or observation. In 
the special case of simple linear regression, the model (1) 
is often called segmental linear regression model. As 
remarked by Liu and Qian (2010), widespread applica-
tions of two-phrase linear regression model (1) have ap-
peared in diverse research areas. See, e.g., in environ-
mental sciences, Piegorsch and Bailer (1997), in medical 
science, Simith and Cook (1980), in epidemiology Pastor 
and Gullar (1998), in econometrics Fiteni (2004) and 
Koul and Qian (2002), just for a few. 

As described above, with responses yi and covariates xi, 
central to the problem is to determine whether there exists 
a changepoint during the long-term experiment or obser-
vation. In terms of statistical inference, that is to test 

0 :H    versus 1 :H    
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Put   1, , ,ny y y    ,    ,   and . 1, , n      
Let 

 
where , . 

Then the model(1) has the matrix expression: 

                   (2) 

Dong (2004) proposes an empirical likelihood-type 
Wald statistic to infer the changepoint. More recently, 
Liu and Qian (2010) proposes an interesting and compu-
tationally easy empirical likelihood detecting procedure 
in the segmented linear regression model. In this paper, 
their ideas are applied to the model (1) to present a modi-
fied empirical likelihood ratio statistic to test . 

The article is organized as follows. The modified em-
pirical likelihood ratio test procedure and its computa-
tional issues are present and discussed in the next section. 
The null distribution of the modified empirical likelihood 
ratio test statistic is studied for large samples and the 
results are put in the Appendix for interested readers. The 
modified empirical likelihood method is applied to a 
real-life data set for changepoint analysis in Section 3. 

2. The Modified Empirical Likelihood 
Method 

Following Liu and Qian (2010)'s ideas, the modified em-
pirical likelihood method for changepoint analysis in the 
two-phrase linear regression mode(1) is described as fol-
lows: For each given k, estimate the regression parame-
ters by least-square methods for each segment, fit the 
response  at  via the least-square estimate of the 
regression parameters for the segment of counter-part, 
and then construct the empirical likelihood ratio statistic 
based the fitting residuals. In the notations introduced in 
the last section, the least-square estimates for  and  
are 

;  

where  and . 
Define 

   (3) 

for  and 

 
(4) 

The modified empirical likelihood ratio statistic is 

       (5) 

Recall that  is the dimension of the covariates, so 
equal to the number of regression parameters in each 
phrase. Reject the null hypothesis  and as-

sert that a changepoint occurs, whenever  is signifi-
cantly large. 

It should be noted that the residuals  are not the 
ordinary least-squares fitting residuals but the residuals 
of fitting  at  with swapped least-square estimates 
of the regression parameters. Motivation leading to the 
modified empirical likelihood ratio statistics  is that 

 if and only if , i.e.  holds. 
  Through simulation studies, Liu and Qian (2010) 

investigate whether  has an asymptotic Gumbel 
extreme value distribution under the null hypothesis. We 
establish the null asymptotic theory of  that is given 
in the Appendix for interested readers. It is proved under 
regular conditions that if the null hypothesis  is 
true,  can be approximated by  in probabil-
ity with an approximation error in size  for some 
constant , where 

     (6) 

with 

 

It is then shown that for any t, 

 

where   

and . Thus for any t, 

 
(7) 

The above formula indicates that the limiting ex-
treme-value distribution has a convergence rate of . 
For this reason, the authors suggest to use the distribution 
of  under null hypothesis to approximate the p- 
value of  in applications. As the asymptotic null 
distribution is free of any population distribution, one can 
easily approximate the p-value of  by Monte 
Carlo methods through simulating the null distribution of 

. 
The main advantage of the modified empirical likeli-

hood testing procedure based on  is its easiness of 
computation. The  package  can be used to 
compute  

As many researchers remarked (Liu and Qian, 2010; 
 and , 1997), the statistic  

is sensitive to outliers when k is too small or too close to 
the sample size.  and  (1997) proposed 
the trimmed idea to overcome the problem. Let 

. Define 

 

when it is assumed that as  
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According the asymptotic null distribution discussed 
in last section, the p-value with the observed  
is approximately  that is very close 
to 0, leading to the assertion that there exists a change-
point during the 270 eruptions of the Old Faithful geyser 
in October 1980. 

 we have 

 

when  and  are chosen to be constant, . 
Liu and Qian (2010) suggests to use  and 

. Such a choice clearly satisfies. Another popu-
lar choice is , ; see Perron and 
Vogelsang (1992). In particular, if for ,  
and  where  is the greatest integer 
less than or equal to x, by Corollary A.3.1 of  
and  
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Appendix: Asymptotic Null Distribution 

The asymptotic null distribution of the modified empirical 
likelihood ratio test statistic  is established under the 
two-phrase linear regression model (1) that includes the 
segmented simple linear regression model considered by 
Liu and Qian (2010) as a special case. 

With 's, is defined by (4), and by Lagrange 
multiplier method, 

, 

where  is the root of 

             (8) 

According to (5),  is defined as follows: 

        (9) 

Regular conditions needed are listed as follows. Assume  
C.1 rank =rank  for . 
C.2 There are some ,  and , and 

positive-definite matrices ,  such that as  
and  

 

   (10) 

 

(11) 

(12) 

where , and  is the ordinary norm: 
 

C.3 There is some  such that 
, and . 

Assumption C.2 is slightly weaker than C.9 in  
and  (1997, page 204) that assumes . 
In the two-phrase linear regression model, one is concerned 
with a slicing rule in the covariate variables. As a result, 

 and  may have different 
limits if existing. In the commonly adapted regression 
model that 's are an independent and identically 
distributed sample with  for some , 
it is easily seen that C.2 and C.3 hold in probability one. 

Theorem 1. Assume that  hold and C.1-C.3 are 
satisfied with some . Then under 
the null model, 

 (13) 

for any t, where 

. 

The main idea of proof of Theorem 1 is to use Owen 
(1991)'s arguments to obtain a quadratic approximation 
to  so that the limit (1) follows from that of the 
classic parametric likelihood ratio test. The crucial step 
in Owen (1991)'s arguments is to approximate  up 
to an order of  uniformly in  in r to 
capture the lead in the Taylor's expansion of 

orde
ing terms 

. The first lemma gives an order estimate for 
. Denote  and 

. 
Lemma 1 Assume that  and C.1-C.3 hold. Then 

 

 both  and Proof. Under  have the 
sa t me mean. Le  an  d  
Under , we can express 

  (14) 

By C.3,  Thus from Lemm
in 01), 

a 11.2 
 Owen (20  implying 

  ) 

Next, by C.2 and the law of the iterated

       (15

 logarithm, 

 

                                ( 6) 

Therefore,

1

 by C.3 and (16) 

(17) 

Similarly, 

(18) 

The lemma follows by (14),(15),(17),(18). 
Lemma 2 . Assume that 

 and 

 and C.1-C.3 hold. Then 
(a)  

 and in probability, (b) 

 

 as , we have Furthermore, if 

 

Proof. 
Let ,  and , 

Under , 
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so that (25)and (26) become 

 (19) 

By C.2 and the law of iterated logarithm, 

 

Thus, 

  (20) 

Similarly, 

  (21) 

Combining (19),(20),(21), we have 

 

The part (a) is proved. 
Next consider . We may write 

(22) 

By C.2 and the law of iterated logarithm, we have 

   (23) 

Similarly, 

     (24) 

By C.2 and the the law of iterated logarithm again, 

     (25) 

 
 (26) 

It is clear that for , 

 

 

 (27) 

 (28) 

The part (b) follows from(22-24),(27),(28). The pr
is complete. 

oof 

Lemma 3. Assume that  and C.1-C.3 hold. Then 
for some  

 

Proof. Since  solves (8), similarly to Owen (2 ), 
we consider 

001

 

 

, So by Lemma 1, for some 

    (29) 

By Lemma 2, 

 

(30) 

Therefore by (29),(30), 

 (31) 

Now let  By (31) and Lemma 1, it
follows that 

 
 

Using Taylor expansion, 

 (32) 

where , By Lemma
(31) 

 1 and 

     (33) 

Therefore, by (31), Lemmas 1 and 2, we co
uniformly in k, 

nclude that 

(34) 

Copyright © 2013 SciRes.                                                                               OJAppS 



H. L. ZHAO  ET  AL. 

Copyright © 2013 SciRes.                                                                               OJAppS 

6 

The lemma follows from Lemma 2, (32) and (34), 
with any 

 

 
Proof of Theorem 1. First, we use Lemmas 1, 2 and 3 

to obtain a quadratic approximation to , 
uniformly in . (38) 

Combining (35),(36),(37),(38) yields that for any 
 Following Owen (2001, page 221)'

gu
s ar-

ments, denote . Using Taylor's expan-
sion,  ,

 (39) 

Now applying Taylor expansion  (35) 

, 
where  uniformly in k 
as argue  some d in (33). By Lemmas 1 and 3, for , 

we have for any  

 

 

  (40) 

Denote  i.e., 

 

Using the same arguments to the proof o orem 
3.1.2 of 

f The
 and (1997), we have 

 (36) 

Next by Lemma 3, for some 
 

t
, 

for all  Since 

 
(37) 

and 

, it follows from
(40) that 

 

 

The proof is complete. 

 


