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Abstract—The recognition of surgical processes in the operating room is an emerging research field in medical engineering. 
We present the design and implementation of a instrument localization system that is based on information fusion strategies to 
enhance its recognition power. The system was implemented using RFID technology. It monitored the presence of surgical tools 
in the interventional site and the instrument tray and combined the measured information by applying redundant, complementary, 
and cooperative information fusion strategy to achieve a more comprehensive model of the current situation. An evaluation study 
was performed that showed a correct classification rate of 97% for the system. 
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1) 1.�Introduction�
Acquisition and modeling of surgical processes in the 

operating room is an emerging research field in medical 
engineering. The on-hand availability of surgical process 
models enables several technologies and applications, such as 
assessment of surgical strategies, evaluation of surgical assist 
systems, or process optimization. 

Technical applications like workflow management support 
in the operating room rely on process information too[1]. For 
these applications, the workflow management system needs to 
know the underlying process it has to support. Therefore, the 
recognition of the process is an indispensable step. 

One current research objective is the automatic recognition 
of surgical activities or partial information of them. Several 
approaches focused on the recognition of partial process 
information from surgical processes. Main data sources were 
the recognition of surgical gestures or tool in video data [2–6], 
from kinematic data from telemanipulators[7] or from virtual 
environments [8]. Other works emphasized the recognition of 
surgical actions by using force/torque signatures [9] or 
acceleration sensors [10].Additionally, eye movements of the 
surgeon [11], the location of the OR staff [12], or the 
interpretation of patient’s vital parameter [13] were used to 
recover surgical activities. 

We present the design, implementation, and evaluation of 
an online instrument recognition system that uses RFID data 
to identify information about surgical activities. Our design 
uses different information fusion strategies to optimize the 
recognition abilities of the system.  

2. Information fusion strategies 
The process of interrelation of data and information from 

different sources is called information fusion [14–17]. For this 
purpose, data are matched, correlated, and combined to create 

an abstract, but also more appropriate and more precise view 
of the measured object or scene. 

Durrant-Whyte [18]introduced a classification scheme that 
distinguishes several information fusion strategies according 
to sensor types that are used for acquisition. He differentiated 
redundant, complementary, and cooperative information 
fusion. An overview of the information fusion strategies is 
presented in Table I. 

B. Redundant information fusion 
If redundant information fusion is applied, information is 

acquired by sensors of a similar type. Here it is the objective 
to compensate measurement errors by combining multiple 
sensors. By applying this strategy, each sensor detects the 
same measurement parameters of the same object 
independently from other sensors. By following this strategy it 
is possible to enhance robustness and the margin of error of 
the overall system. An example for redundant information 
fusion is the supervision of an area with different cameras. 
Using several cameras decreases the chance that single spots 
in the supervised area are hidden from one of the cameras. 

C. Complementary information fusion 
Complementary information fusion is performed by 

combining different sensors with non-redundant information 
about the measured objects. The sensors work independent 
from each other and are applied to acquire a more complete 
representation of the current situation. An example for 
complementary information fusion is the supervision of 
different areas with video cameras to obtain a more complete 
supervision. 

D. Cooperative information fusion 
Cooperative information fusion is applied to derive 

information or data from several sensors of different types. 
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This is achieved by the combination of two independent 
sensors that may concern different objects. This strategy 
reduces general uncertainty and enhances the system’s 
robustness by combining different information sources. An 
example for the application of cooperative information fusion 
is the combination of video data with different types of 
information such as weight information. 

 
TABLE I: INFORMATION FUSION STRATEGIES 

 

Strategy Types of sensors Type of obtained 
information 

Redundant 
information fusion Same sensor type Same object 

Cooperative 
information fusion Same sensor type Different objects 

Complementary 
information fusion 

Different sensor 
type Same object 

 

3. System Implementation 
E. System design 

We implemented a RFID-based instrument localization 
system as a mock-up in our demonstrator operating room at 
the University of Leipzig. The system consisted of oneRFID 
readers (Sirit-InfinityTM 510 UHF)with four polarized 
circular patch antennas. They were placed in the operating 
room to detect the presence and absence of surgical 
instruments in different recognition zones. 

Antennas S1 and S2 were mounted at the operating table 
and antennas S3 and S4 at the instrument tray (see Figure 1). 
Two of the antennas, S1 and S3, were mounted in horizontal 
direction. The other two readers, S2 and S4 were mounted in 
vertical direction. All readers had an average distance between 
one and two meters to the site and to the tray. 

We equipped eight surgical tools with RFID tags to locate 
their position either in the interventional site or the tray. These 
instruments were standard surgical tools that were used during 
functional endoscopic sinus surgery (FESS) in 
otorhinolaryngology. A list of the instruments is given in 
Table IIand the instruments with attached RFID tags are 
shown inFigure 3. 

Data from the antennas were processed by a standard 
notebook. As described in the following evaluation section, 
we simulated surgical work steps of FESS procedures that 
were reenacted by actors to establish a realistic scenario. Since 
the information about the surgical instrument represents only 
partial information of the overall surgical process, we 
completed the other information by human observation 
according to the schema presented in [19]. To model the 
complete surgical process model, a human observer added 
information about the current surgical action (e.g. cutting, 
suctioning, etc.) or the treated anatomical structure 

(cavitasnasi, cell. ethmoidales, etc.) and worked as a “sensor” 
S5. 

 

 
Figure 1:Setup of the RFID readers in the operating room 

 

F. Information fusion for surgical process modeling 
Four fusion sites were established to complete our 

information fusion system for instrument recognition (see 
Figure 2). The information fusion itself was performed 
stepwise using different processing layers. 

Redundant information fusion was realized in the fusion 
sites F1 and F2. F1 joined the information from the horizontal 
antenna S1 and the vertical antenna S2. Both antennas covered 
the interventional site to detect the presence of a surgical tool 
in the site. F2 joined the information from the horizontal 
antenna S3 and the vertical antenna S4 from the instrument 
tray. Both redundant fusions were implemented by a disjoint 
fusion, meaning that if one of the antennas in each fusion site 
detects a tag, the surgical instrument was registered as present 
in the respective zone. By using this strategy it was possible to 
deal noise originating from signal reflection or signal damping 
by the hand of the surgeon that holds the instrument. 

We combined the information originated by the fusion 
sites F1 and F2 to realize complementary fusion in the fusion 
site F3. Here the results of the instrument recognition in the 
interventional site and the instrument tray were joined to 
intensify the information about the presence of an instrument 
in the site, which was the main interest for surgical process 
modeling. Consequently, F3 detected an instrument in the site 
if it was detected directly by F1 or it was explicitly detected as 
absent from F2. 

Finally, we joined the information of the presence of a 
surgical instrument in the site with the additional information 
about the surgical work step that was generated by the sensor 
S5. This fusion was considered as cooperative and was the 
final step to create the surgical process model. 

196 Copyright © 2012 SciRes.



 
Figure 2: Information fusion setup for instrument localization 

4. system evaluation Study 
G. Study setup 

To evaluate or information fusion system, we performed a 
comprehensive study[20]. The objectives of this study were 
the verification of the function of the RFID-based instrument 
localization system and the evaluation of the contribution of 
each fusion stage to the overall application of surgical process 
modeling. 

We simulated nine FESS procedures with approximately 
650 different surgical work steps. The simulations were 
performed by reenacting the procedures according to a 
screenplay script by trained actors. To dissemble the patient, 
we used a 3D-rapid prototyping model that was generated 
from a CT scan of a real patient. 

 
TABLE II: LIST OF INSTRUMENTS THAT WERE EQUIPPED WITH RFID-TAGS 

 
No. Instrument with RFID tag 

1 

2 

3 

4 

5 

6 

7 

8 

9 

Blakesley forceps, angled 

Blakesley forceps, straight 

Elevator 

Endoscope optic 

Nasal speculum 

Suction tube, straight 

Suction tube, angled 

Tweezers, straight 

Tweezers, angled 

 

 
Figure 3: Surgical instruments equipped with RFID-tags 

 

H. Study results 
Our information fusion system performed a correct 

classification of the instruments in the 650 surgical work steps 
in the interventional site (F1) in 92% (sd=11%) and also in the 
instrument tray (F2) in 92% (sd=10%) by mean. 
Complementary fusion (F3) was performed correctly by 91% 
(sd=11%) and cooperative fusion was performed correctly by 
97% (sd=2%). 

No significant different was found between the recognition 
of the sensors S1 and S2. Sensor S3 at the tray performed 
significantly better than sensor S4 (p<0.001). The direct 
detection of the instrument presence by F1 was found more 
beneficial to the fusion F3 than the detection of the absence of 
an instrument in F2. Finally, the sensor S5 contributed 
significantly to generate a correct surgical process model. 

 

5. Conclusion 
Automatic recovery of the surgical process is an important 

method for different application concerning computer assisted 
surgery in the operating room. 

We presented an information fusion system that is able to 
detect the localization of surgical instruments in the situs and 
the instrument tray. Our system is a beneficial module for 
automatic recognition of surgical work steps and can be part 
of an overall measurement system that consists of a number of 
subsystems that are able to recognize other aspects of surgical 
work steps, such as the current action or the treated anatomical 
structure. We introduced several information fusion strategies 
for instrument recognition and showed the benefits of their 
applications. 
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