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Abstract 
This paper introduces a novelty method of using a Linear Prediction Coefficient (LPC) filter, a dig-
ital signal processing (DSP) tool to get accurate signal measurement in noisy mobile environment. 
By measuring the received power of a mobile radio, it also measures the coverage of an area 
served by several base stations. For results’ validation, the mobile received power at user end of 
two Code Division Multiple Acccess-2000 (CDMA2000) cellular networks operating at different 
frequency (450 MHz and 800 MHz) in the same environment, Lome in Togo, was considered. Our 
analysis has consistently shown that within the problem areas in the coverage, the filter response 
does not match with the measured data. These mismatching areas may likely result from poor 
soft-handoff process or some dead zones. The study has proven the significant help of this novelty 
method in problem areas identification. Consequently, such a filter can be embedded to current 
firmware for Radio Frequency coverage optimization, and for an effective spectrum efficiency. 
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1. Introduction 
Radio coverage estimation is very costly for a mobile cellular operator. It may be admitted that it is the most 
perceived criterion of performance by mobile users. In order to add value and save their investment, the network 
performance may constantly be monitored. The cellular network coverage performance is thus impaired by the 
network design, the continuous optimization process and the surrounding clutter at both the Mobile Station (MS) 
and the Base Station (BS). The clutter constitutes the radio space channel. It is defined as the air interface be-
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tween the Mobile Station (MS) and the Base Station (BS or BTS). It takes into account buildings, trees, streets, 
hills, water; and all kinds of obstructions in addition to the extent of the terrain’s roughness, etc. In this envi-
ronment, the signal is heavily influenced by reflections from buildings. The clutter effect on the radio signal re-
ceived at MS inflects the signal to vary randomly. This variation in received signal is quantified by the effect of 
shadowing or environment fading that is mainly depended on the mobile user location. 

The fading envelope of a received signal strength may be viewed as having two main variant components [1], 
the fast fading signal observed over small distance (known as Small Scale Fading: SSF) and slow fading signal 
as over a long distance (known as Large Scale Fading: LSF or Slow Fading). The large-scale fading is related to 
diffraction and reflection effects that the multipath components undergo on their way between the transmitter 
and the receiver. The small-scale fading or fast fading is rapid changes observed in received signal. These va-
riants were caused by the user mobility [2]. The fast fading magnitude was obtained on an average number of fi-
nite sample measurements but the slow fading has consisted to carry out an average of wide measurement over 
long distances [1]. On the other hand, another general phenomenon, which is a source of signal attenuation, is 
multipath propagation. Multipath propagation has been analyzed by several stochastic models [3] [4], available 
in literature. When all multipath signals reach the receiver with same levels); in this particular case, there is no 
direct rays that reach the receiver, the Rayleigh fading model is applicable. Another type of channel fading is the 
Rice fading model. In this type of channel fading, one multipath signal is stronger than the rest; a direct ray may 
likely reach the receiver point. Thus, it is appropriate for line-of sight channel. Both fading models have been 
generalized in the Nakagami fading model [5]. However, the area of radio channel estimation remains broad to 
investigate; this includes the modern cellular network coverage analysis. 

Cellular network coverage analysis is a delicate task for the Radio Frequency (RF) planning engineer at dep-
loyment stage as well as the optimization phases. Several tools for RF coverage analysis in cellular networks are 
available on the market. These tools, such as Agilent analyzers, cell-test, master-site, Airbridge and so on; per-
form channel measurement adequately. But then, it may be admitted that these tools perform statistical analysis 
of the radio network coverage either per base station or per sector with regard to a predefined threshold. Re-
cently, radio channel estimation and its components analysis have gained attention in using a digital signal 
processing (DSP) tool to get accurate channel estimation as in [6]. The work has proposed a dynamic adaptive 
estimator that comprises the spline and smoothing spline tools to discriminate path loss components on received 
signal measurement, such as path loss, shadowing and fast fading. This method debunks from the statistical me-
thods used for path loss components estimation as in [7]-[9], a communication channel tracking apparatus has 
been proposed that made used a linear predictor a DSP tool for partial channel estimation with finite time sam-
ple. 

The study in this paper introduces a novelty method for cellular coverage analysis by using a Linear Predic-
tion Coefficient (LPC) filter [10], a DSP tool to investigate the mobile handset received power level in noisy en-
vironment. The received power measurements have been performed on field installation of two different Code 
Division Multiple Access-2000 (CDMA-2000) cellular networks operating in the same environment in Lome, 
Togo. One is operating at 450 MHz and the second network is operating at 800 MHz. Our contribution remains 
in the light of exploring dynamic filter for radio channel estimation.  

The rest of the paper is structured as follows: Section 2 deals with the linear predictor as coverage estimator 
and the theory behind, the data collection using the drive testing is presented in Section 3; the comparative re-
sults between the estimator response and the measured data are developed in Section 4; and Section 5 concludes 
and leads to future works.  

2. Linear Predictor (LPC) as Coverage Estimator 
In this section the theory of the shadowing with frequency dependency and the lpc as the coverage estimator in 
noisy mobile environment are addressed. 

2.1. Received Power and Shadowing Frequency Dependency 
The received power 

XRp  at MS as function of the frequency [4] is as given in (1): 

1 1
4 π

.
X X X X

nn n

R T T R
cp p g g x

d f σ
    =     

 
∗ ∗ ∗ ∗ ∗


∗

∗   
                       (1) 

http://dx.doi.org/10.4236/oalib.1102759


K. A. Dotche et al. 
 

OALibJ | DOI:10.4236/oalib.1102759 3 July 2016 | Volume 3 | e2759 
 

Let l  (the path loss) define the ratio of transmitted power 
XTp  to the received power 

XRp  in watt scale. 
Though, by convention the path loss ( )dBL  is always expressed in dB scaleas the observed difference in the 
base station transmitted power [ ]dB m

xTP ⋅  and the received power [ ]dB m
xRP ⋅  at mobile handset in mobile 

communication environment [3] [4]. Thus, we can write: 
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( ) ( ) ( )10dB 10 log dB .L K n f Xσ= − +                           (5) 

XTp  is the transmitting antenna power and transmitting antenna gain ,
XTg  

XRg  is the user handset (MS) antenna gain, 
n  the path loss exponent that describes the environment,  
d  distance of separation between a BS and an MS 
xσ  is the shadowing effect of the environment, 
K  is a measure of the local mean variation in the large scale sense and its distance dependency, 

c fλ =  is the wavelength, f is the carrier frequency, and c is the speed of light in vacuum, 
L  is the path loss having three dependency parameters f, d and n. 
If we assume that shadowing can be viewed as a correlated error on the measurement in a time varying 

process and can be derived as a frequency dependency function as shown in (6): 

( ) ( ) 10dB dB 10 log .X L K n fσ = − + ⋅                           (6) 

It comes as in (7)  

1010 log
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                                (7) 

Xσ  is therefore frequency and environment dependency. 

2.2. Linear Predictive Coefficient (LPC) 
The LPC tool determines the coefficients of a forward linear predictor by minimizing the prediction error in the 
least squares sense (Figure 1). It has applications in filter design, speech coding, and system identification [11]. 
In system analysis, linear predictive coding is known as a mathematical optimization process. In Matlab soft-
ware [12], the function ( ),lpc x p  finds the coefficients of a pth-order linear predictor (FIR filter) that predicts 
the current value of the real-valued time series x based on past samples. Where, the predicted signal ( )x̂ n  is 
given as in (8): 

( ) ( )1
ˆ p

ii
x n a x n i

=
= −∑                                  (8) 

where p is the order of the prediction filter polynomial, and ( ) ( )1, 2 , ,  1ia a a p= +   , is the predictor coeffi-
cient.  
with the predictor error ( )e n  given as in (9) and (10) 
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Figure 1. The LPC predictor block [12].                                                                                
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It may be noted that ia  is the autocorrelation criterion. For 1ia =  the predictor is linear filter. 
The prediction error ( )e n  can be viewed as the output of the prediction error filter ( )A z  as shown in Fig-

ure 1, where ( )H z  is the optimal linear predictor, ( )x n  is the input signal. 

2.3. Signal Components and Coverage Estimation 
In Figure 2, it is showing the linear adaptive filter incorporated with the LPC tool, to perform the radio signal 
measurement in cellular network coverage in multi-transmitter environment. For a given data, one may estimate 
the path loss components, and evaluate the coverage analysis as whole through the LPC filter. 

The fast fading estimation is achieved by computing the Robust Lowess (linear fit) algorithm. This is an ad-
vanced smoothing spline method. Meanwhile, the slow fading is obtained by using the Robust Loess (Quadratic 
fit) algorithm [13]. However, the local mean is obtained by subtracting the fast fading quantity out of the slow 
fading value.  

2.4. Channel Estimation  
The RMS value of the jth column of an M-by-N input matrix u is given by 
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where 1 .j N≤ ≤  
The root mean square error (RMSE).  
This statistical parameter measures the total deviation of the response values from the fit to the response val-

ues. It is also called the summed square of residuals and is usually written as SSE. 
The fade margin is computed by the formula given as: 
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ijR  the signal at a point ( ), ,i j  
thrR  the signal threshold. 

3. Methodology of Data Collection 
The measurement experiment consisted of performing a simultaneous drive testing in two cellular networks op-
erating at two different frequencies with two CDMA Handsets (Huawei C5320 for 450 MHz and Kyocera Kx5 
for 850 MHz). The 450 MHz network has known a recent extension. The second network of 850 MHz is not 
loaded during the test and recently deployed. 

Both networks are operating in Lome and belong to the same operator (Togo Telecom).  

http://dx.doi.org/10.4236/oalib.1102759


K. A. Dotche et al. 
 

OALibJ | DOI:10.4236/oalib.1102759 5 July 2016 | Volume 3 | e2759 
 

Received
Power

Robust 
Loess

Robust 
Quadratic

Local 
mean

Slow 
Fading

Fast 
Fading

Coverage
Performance

-

+

+

-

 
Figure 2. Linear adaptive filter flow chart.                                                       

 
The setup of the measurement procedure is illustrated in Figure 3. The drive testing is carried out while 

roaming in the wireless cellular network with over-air test (OAT) tools by an equipped car. These tools are: a 
Global Positioning System (GPS) receiver antenna placed in the car rooftop (to obtain the accurate distance of 
location) and GPS 76 software version 2; a drive-test software (ZK CellTest tool [14] capable to to read the 
dongle (see Figure 3) and a communication network analyser software (here, the Gladiator firmware for ex-
tracting the call log traces after the drive-testing is completed, assigned in the office), a laptop (the client), Map 
info software (for loading the digital map); Inverter (for converting the DC source obtained from the car in-
ner-port to the AC source with purpose of supplying power to the laptop in case of a long time drive testing); an 
Extension board (for connecting the laptop, and various hardware that need AC current).  

The inverter in Figure 3 is meant for converting the Direct Current (DC) voltage at the output of the connec-
tor to Alternative Current (AC) (220). This is used to supply sufficient power to the laptop during a whole day 
drive test. For very a few minutes’ drive-testing, the inverter may not be necessary. The Mobile Equipment line 
(M1) will be calling the Mobile Equipment line (M2). In some cases, the line (M2) can be assigned to a fixed 
line office. In this case, one mobile may be used for the drive test. 

The drive test traces’ map is showing in Figure 4 as in multi-transmitters’ system in a noisy mobile cellular 
environment.  

The measurement was a simultaneous and continuous in both operating frequencies of the transmitters, in 450 
MHz and 850 MHz. The extracted data from the Gladiator firmware was processed to Matlab software and been 
analyzed by the usage of the lpc estimator. 

4. Results and Discussion 
For a fixed transmitter, the robust linear fit method is used with the help of the “cftool” in Matlab software for 
the estimation of the path loss components as shown in Figure 5.  

In Figure 5, it is showing the path loss components obtained using the robust loess linear fit to quantify the 
slow fading on the measurement. The robust quadratic fitting shows the fast fading components on the mea-
surement. The obtained plots show a better agreement with the measurement data as compared to the simple 
smooth spline method proposed in [6]. 

In Figure 6, a sample for the received signals during the measurement in both frequencies is showing the at-
tenuation effect in the signal due to the frequency dependency. 

Figure 7 is depicting the received signal level being processed as a time series to the adaptive filter proposed  

http://dx.doi.org/10.4236/oalib.1102759


K. A. Dotche et al. 
 

OALibJ | DOI:10.4236/oalib.1102759 6 July 2016 | Volume 3 | e2759 
 

 
Figure 3. Drive test setup system.                                                                                                             

 

 
Figure 4. Drive test road map.                                                                                                             

 
in Figure 2 for the coverage performance estimation. 

In Figure 7, the measured data compared to the filter response in both frequencies in 450 MHz and 850 MHz.  
In 850 MHz the Linear PLC filter matches with the measurement as shown in Figure 7. This may be ex-

plained by the fact that the transmitters in used are sufficiently enough for the intended coverage. Aside this, the 
network load may be termed as low. Therefore the system margin gain is seen to be reliable for the soft-handoff. 
The channel impairments such as the shadowing and multipath components are markedly compensated (reduced) 
because of the use of directional antennae and the down-tilt technique [15].  
In 450 MHz, the network may present some deficiency such as persistent dead zone thus dropped calls as illu-
strated in Figure 7. This may show an inconstancy of dimensioning at design process. Consequently it may be 
explained by the fact that on one hand, the distance of separation among Base Transceiver Sub-system often 
called Base Station (BTS/BS) is not well set thus the cell overlapping is large at some areas. Meanwhile on the 
other hand, this may also be viewed as due to the extension of the network. Particularly, adding new Pseudo  
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Figure 5. Received signal components in mobile cellular environment.                                                       

 

 
Figure 6. Comparison of received signals.                                                       

 
Noise (PN) code [16] is also a delicate process to an existing network.  

A poor evaluation of PN may highly create interference in the network coverage area. These interference 
areas observed may result in unnecessary soft-handoff at times. 
This may also be explained by the size of the soft-handoff window-search [17]. In this particular case, if the size 
of the soft-handoff window-search is small by then unnecessary soft-hand may also occur even at a relative short 
distance of the potential BTS. It may therefore be argued that the small mismatching areas are some areas of 
poor soft-handoff, whereas the large mismatching areas may be resolved in an extremely poor hard handoff de-
cision due to high interference from other non-CDMA antennae. Though the antennae’ heights of 450 MHz 
BTSs are mostly the highest as compared to others sharing the same mast thus users at cell-edge may observe 
high interference. This situation may then lead to call drops in this mismatchingas depicted by the filter response. 
The advantage observed in the filter response is that, these areas can be easily localized by tracing back the log 
files.  

Theoretically, it may also be presumed that the response of filter may show a little agreement in 850 MHz, 
which could reveal the effect of shadowing effect in high frequency. In fact the low network load status may  
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Figure 7. Measured Signals compared with LPC signals in 850 MHz and 450 MHz respectively.                                                       

 
rather prevail. It may be pointed out in turns that, the LPC has adjusted the past measurements to the forward 
measurement that may have shown agreement with the real measurement. Furthermore, the analysis of the au-
tocorrelation of the predictor error in Figure 8, may reveal that the shadowing may be viewed as an error on the 
received signal and thereby may be approximated to a white Gaussian noise. Therefore, a shadowing effect in 
cellular environment may also be modeled as a white Gaussian noise. 

Subsequently, the computation of the standard deviation of both data (the raw data and the data at the output 
of the LPC), the shadowing attenuation is obtained. By carrying out the root mean square error on both data, this 
gives us the fast fluctuation component. The results are presented in Table 1. 

The results in Table 1 may indicate that the effect of shadowing and the path loss exponent may seem higher 
in 850 MHz than that of 450 MHz. Subsequently this may be explained by the lower shadowing effect at a lower 
frequency. In the study environment of Lome, its attenuation value was found to be 9 dB in 450 MHz and 11.5 
dB in 850 MHz. It may also be perceived that the local meanvariation was found not to be a frequency depen-
dency. With respect to the deviation or the difference in value observed of the measured data and that of the 
LPC processed data, this value is constant with an error margin less than 0.5 dB. 

5. Conclusions 
In this paper, we have proposed a novel feasibility of RF network coverage performance analysis using a digital 
signal processing tool, the LPC filter. The LPC filter is often used in speech coding. This filter was applied to 
analyze the received power obtained from two CDMA2000 cellular networks that are operating at different fre-
quencies but servicing in the same environment. The analysis has shown that within the problem areas the filter 
response does not match with the measured data. These mismatching areas may be due to either some poor soft 
handoffs, or unnecessary soft handoffs, or even some dead zone spots in the coverage area.  

Such a tool can be embedded to some RF coverage analysis network tools, as a case for cognitive radio. This 
may greatly help in problem areas identification, such as dead zone and poor soft-handover in cellular network  
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Figure 8. View of problem areas and LPC predicted data.                                                                                                             
 
Table 1. Radio channel characteristics.                                                                                    

 850 MHz 450 MHz 

 Raw LPC Raw LPC 

Location mean variation in the near field (dB) K 7.32 8.213 6.93 8.1367 

Effect of shadowing (dB) X 11.6989 11.3330 10.1630 9.6567 

Fast fluctuation n 3.22 3.12 2.19 1.52 

 
coverage.  
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