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ABSTRACT 

Low-dimensional feature representation with enhanced discriminatory power of paramount importance to face recogni-
tion systems. Most of traditional linear discriminant analysis (LDA)-based methods suffer from the disadvantage that 
their optimality criteria are not directly related to the classification ability of the obtained feature representation. More-
over, their classification accuracy is affected by the “small sample size” (SSS) problem which is often encountered in 
face recognition tasks. In this paper, we propose a new technique coined Relevance-Weighted Two Dimensional Linear 
Discriminant Analysis (RW2DLDA). Its over comes the singularity problem implicitly, while achieving efficiency. 
Moreover, a weight discriminant hyper plane is used in the between class scatter matrix, and RW method is used in the 
within class scatter matrix to weigh the information to resolve confusable data in these classes. Experiments on two well 
known facial databases show the effectiveness of the proposed method. Comparisons with other LDA-based methods 
show that our method improves the LDA classification performance. 
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1. Introduction 

Linear Discriminant Analysis [1-5] is a well-known me- 
thod which projects the data onto a lower-dimensional 
vector space such that the ratio of the between-class dis- 
tance to the within-class distance is maximized, thus 
achieving maximum discrimination. The optimal projec- 
tion can be readily computed by applying the eigen- 
objective functions, such as face recognition, all scatter 
matrices in question can be singular since the data is 
from a very high-dimensional space, and in general, the 
dimension exceeds the number of data points. This is known 
as the under sampled or singularity problem [6]. 

In recent years, many approaches have been brought to 
bear on such high-dimensional, under sampled problems, 
including pseudo-inverse LDA, PCA + LDA, and regu- 
larized LDA. More details can be found in [6]. Among 
these LDA extensions, PCA + LDA, has received a lot of 
attention, especially for face recognition [3]. In this two- 
stage algorithm, an intermediate dimension reduction 
stage using PCA is applied before LDA. The common 
aspect of previous LDA extension is the computation of 
eigen-decomposition of certain large matrices, which not 
only degrades the efficiency but also makes it hard to 
scale them to large datasets. 

The objective of LDA is to find the optimal projection 
so that the ratio of the determinants of the between-class  

and within-class scatter matrix of the projected samples 
reaches its maximum. However, concatenating 2D ma- 
trices into a 1D vector leads to a very high-dimensional 
image vector, where it is difficult to evaluate the scatter 
matrices accurately due to its large size and the relatively 
small number of training samples. Furthermore, the within- 
class scatter matrix is always singular, making the direct 
implementation of the LDA algorithm an intractable task. 
To overcome these problems, a new technique called 2- 
dimensional LDA (2DLDA) was recently proposed. This 
method directly computes the eigenvectors of the scatter 
matrices without matrix to vector conversion. Thus, PCA 
and LDA were developed into the 2-dimensional space 
methods which are known as 2DPCA and 2DLDA. 

The scatter matrices in 2DLDA are quite small com- 
pared to the scatter matrices in LDA. The size of the 
2DLDA matrix is proportional to the width of the image. 
2DLDA evaluates the scatter matrices more accurately 
and computes the corresponding eigenvectors more effi- 
ciently than LDA or PCA. However, the main drawback 
of 2DLDA is that it needs more coefficients for image 
representation that the conventional PCA and LDA- 
based schemes. Moreover, [7] has shown that the class 
separability criterion that classical LDA maximize is not 
necessarily representative of classification accuracy and 
the resulting projection will preserve the distances of  
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already well separated classes while causing unnecessa- 
rily overlap of neighbouring classes. To solve this pro- 
blem Loog et al. [7] have proposed an extended criterion 
by introducing a weighting scheme in the estimation of 
between-class scatter matrix. From the similar standpoint 
[8] has extended this concept to estimate the within-class 
scatter matrix by introducing the inter-class relationships 
as relevance weights. He has presented an LDA enhance- 
ments algorithm namely relevance weighted LDA (RW- 
LDA) by replacing the un weighted scatter matrices 
through the weighted scatter matrices in the classical 
LDA method this was successfully application in face 
recognition by chogdali [9]. Waiyawut and Yuttapong 
they are explain efficient face recognition methods called 
the weighted  and it incorporating weighted 
outlier class relationships into the estimation of the over- 
all between-class scatter matrix [10]. However, this algo- 
rithm cannot be directly applied for face recognition be- 
cause of the singularity of the weighted within class sca- 
tter matrix. 

2(2 )D LDA

2. Subspace LDA Method 

The first method in this study is the Subspace LDA me- 
thod [11-13], which is simply the implementation of 
PCA by projecting the data onto the eigenface space and 
then implementing LDA to classify the eigenface space 
projected data. Projecting the data to the eigenface space 
generalizes the data, whereas implementing LDA by 
projecting the data to the classification space discrimi-
nates the data. Thus, Subspace LDA approach seems to 
be a complementary approach to the Eigenface method. 
Now we described the following steps which summarize 
the PCA process: 

1) Let a face image I be a two dimensional ( x yN , N ) 
matrix, pixels is converted to the image vector of size 
( P ) where P= ( x y1 N N ), by adding each column one 
after the other, we obtain the training set : 

t1 2 MΓ Γ ,Γ , ,Γ                (1) 

of image vectors and its size is (P × ) where Mt is the 
number of training images. 

tM

2) Calculate the arithmetic average of the training im-
age vector at each pixel point called mean face and its 
size: 

tM

i
i 1

1
Ψ

Mt 

 Γ                (2) 

3) Find the mean subtracted image is the difference of 
the training image from the mean image  and 
we obtain the difference Matrix as: 

Φ Γ Ψ 

t1 2 MA Φ ,Φ , ,Φ                (3) 

is the matrix of all the mean subtracted training image 
vectors and its size is (P × ).  tM

4) Calculate the covariance matrix to represent the 
scatter degree of all feature vectors related to the average 
vector. The covariance matrix X of the training image 
vectors of size (P × P) is defined by: 

tM
T

i i
i 1

1
X A A Φ Φ

Mt 

    T            (4) 

An important property of the Eigenface method is ob- 
tain the eigenvectors of the covariance matrix. For a face 
image of size ( x y ) pixels, the covariance matrix is 
of size (P × P), P being ( x y ). This covariance matrix 
is very hard to work with due to its huge dimension 
causing computational complexity. On the other hand, 
Eigenface method calculates the eigenvectors of the 

t t

N , N
N , N

(M M )  matrix, t  being the number of face im-
ages, and obtains (P × P) matrix using the eigenvectors of 
the 

M

t t(M M )  matrix. 
Initially, a matrix Y is defined as: 

tM
T

i i
i 1t

1
Y A A Γ Γ

M 

   T           (5) 

5) Compute the eigenvectors and corresponding eigen- 
values by: 

YV Vλ                (6) 

using (SVD) function, where V is the set of eigenvectors 
associated with its eigenvalue  . 

Also it can be easily observed that the most of gener-
alization power is contained in the first few eigenvectors. 
For example, 40% of the total eigenvectors have 85% - 
90% of the total generalization power . 

After this we find the eigenface by projection matrix A 
into new eigenvector and normalized the eigenface.  

6) Each mean subtracted image project into eigenspace 
using 

T T
k k kω V Φ V (Γ Ψ)            (7) 

where k = 1, 2,…, M . 
Finally, we obtain weight Matrix  

 T

1 2 MΩ ω ,ω , ,ω               (8) 

By performing all these calculations, the training im- 
ages are projected onto the eigenface space, that is a trans- 
formation from P-dimensional space to  dimensional 
space. This PCA step is achieved to reduce the dimen- 
sion of the data, also may be referred as a feature extrac- 
tion step. From this step on, the each image is an (

M

M ,1 ) 
dimensional vector in the eigenface space. After de PCA 
process, we describe the LDA process. 

With the projected data in hand, a new transformation 
is performed; the classification space projection by LDA. 
Instead of using the pixel values of the images (as done 
in pure LDA), the eigenface projections are used in Sub-
space LDA method. 
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Again, as in the case of pure LDA, a discriminatory 
power is defined as: 

 
T

b

T
w

W S W
J W

W S W

 

 
            (9) 

where bS  is the between-class and  is the within- 
class scatter matrix. 

wS

For c individuals having iq  training images in the 
database, the within-class scatter matrix is computed as: 

 
c

T

w i
i 1

S Ω m Ω m


   i       (10) 

The size of w  depends on the size of the eigenface 
space. If  of the eigenface were used, then the size 
of  is ( ). 

S

M 
M
Mw

Here, eigenface space class mean is defined as: 
S

iq

i
k 1i

1
m Ω

q 

 k              (11) 

is the arithmetic average of the eigenface projected train- 
ing image vector corresponding to the same individual, i 
= 1, 2,…, c and its size is ( M 1 ) . 

Moreover, mean face is calculated from the arithmetic 
average of all the projected training image vector. 

tM

0
k 1t

1
m Ω

M 

  k

0

            (12) 

Also between-class scatter matrix is computed as: 

 
c

T

b i 0 i
i 0

S m m m m


         (13) 

which represents the scatter of each projection classes 
mean  around the overall mean vector  and its 
size is ( ). 

im
M

0m
M 

The objective is to maximize J(W), that is to find an 
optimal projection W which maximizes between-class 
scatter and minimizes within-class scatter . 

  
T

b

T T
w

W S W
W argmax J W max

W S W

 





      (14) 

then, W can be obtained by solving the generalized ei-
genvalue problem: 

b wS W S Wλ w

i

             (15) 

Next, the eigenface projections of the training image 
vectors are projected to the classification space by the dot 
product of optimum projection W and weight vector 

  T
ig Ω W Ω              (16) 

is the projection of the training image vectors eigenface 
projections to the classification space which is of size 
((c-1) ×1) where i = 1, 2,…, M . 

In the testing phase each test image should be mean 
centered, and projected into the same eigenspace as de- 
fined by: 

T
T kω V Φ  T                (17) 

is the projection of a training image on each of the ei-
genvectors where k = 1, 2, …, M . We obtain the weight 
Matrix: 



 T 1 2 MΩ ω ,ω , ,ω            (18) 

is the representation of the test image in the eigenface 
space and its size is ( M 1 ). 

After this, the eigenface projection of the test image 
vector (i.e. weight matrix) is projected to the classifica-
tion space in the same manner. 

 T
Tg Ω W Ω T             (19) 

which is of size ((c – 1) × 1).  
Finally, the distance between the projection is deter-

mined by the Euclidean distance between the training 
and test classification space projection: 

Ti T id g(Ω ) g(Ω )            (20) 

is the distance measure which is scalar and calculated for 
i = 1, 2,…, t . Is returned the index, which refers to the 
smallest values of distance measure. 

M

3. Two Dimensional Linear Discriminate 
Analysis (2DLDA) 

Suppose there are C known pattern classes 

 and N training Samples , i = 1, 1 2 cw , w , , w i
jX x   

2,…, Ic, j = 1, 2,…, c is a set of samples with (m × n) di- 
mension.  is the number of training samples of class j jI

and satisfies 
c

j
i 1

I N


 . The following steps summarize 

the process of 2DLDA: 
1) Calculate the average matrix X of the N training 

image using:  

jIc
i
j

j 1 i 1

1
x

N  

 x             (21) 

2) Compute the mean iA  of  class by: thi

jI
i

i j             (22) 
i 1j

1
x x

I 

 
   
 



where i=1,2,…,  j

3) Calculate the image between-class scatter matrix 
by: 

I


c T

b j j
j 1

1
S (x x) x

N 

   x       (23) 

4) Calculate the image within-class scatter matrix by: 
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jIc T
i i

w j j j
j 1 i 1

1
S x x x

N  

       jx      (24) 

We use best eigenvector corresponding to the maxi-
mum eigenvalue by: 

1

1

n

ii
n

i











               (25) 

5) Find the optimal projection W so that the total scat-
ter of the projected samples of the training images is 
maximized. The objective function of 2DLDA is defined 
by: 

 
T

b
w T

w

W S W
J W argmax

W S W
        (26) 

It can be proven that the eigenvector corresponding to 
the maximum eigenvalue of b  is the optimal 
projection vectors which maximizes J(W). Generally, as 
it is not enough to have only one optimal projection vec-
tor, we usually look for d projection axes, say 

, which are the eigenvectors corre-
sponding to the first d largest eigenvalues of . 
In 2DLDA, once these projection vectors are computed, 
each training image  is then projected onto W to ob-
tain the feature matrix  of size m × d of the training 
image . So, during training, for each training image 

 a corresponding feature matrix of size m×d is con-
structed and sorted for matching at the time of recogni-
tion. 

  1

wS S
 

 1 2 dw w ,, , w

i
jx

i
jx

   1

w bS S


i
jx

i
jY

6) For test image we project the test matrix onto the 
eigenvectors matrix to fined the new matrix of dimension 
(m × k): 

j TB A V             (27) 

7) Calculate the face distance between two arbitrary 
feature matrix  and  is defined by: iB jB

 
k

j i
j i n n2

n 1

d B , B Y Y


           (28) 

If i  and j k, where k  
identify the class and B is a test sample, then the result-
ing decision is . 

  i jd B, B min d B , B

kB ω



 j

B ω ω

4. Relevance Weighted 2DLDA  

To improve the result of the above methods can be modi- 
fied account of between-class scatter matrix and within- 
class scatter matrix on (23) and (24) to find weighted 
between-class scatter matrix  by: ˆ

bS

 
1

1 1

ˆ


  

 
C C T

b i j i j i
i j i

S WP P m m m m   (29) 

where i  and P jP  are the class priors, W is the Eucli- 
dean distance between the means of class i and class j. 

The weighting function W is generally a monotonically 
decreasing function: 

2
 i jW m m              (30) 

Recently, (30) has extended the concept of weighting 
to estimate a within-class scatter matrix. Thus by intro- 
ducing a so-called relevance weights, a weighted within- 
class scatter matrix  is defined to replace a conven- 
tional within-class scatter matrix 

ˆ
wS

 
1 1

ˆ
 

   
inC T

w i i ij i ij i
i j

S P r x m x m      (31) 

where i 's r (0 1, )  ir i  are the relevance based weights 
defined as: 

1



 i
j i

r
w

               (32) 

To obtains the best result we change Equation (32) to 



 i
i j

r w                 (33) 

Using the weighted scatter matrices  and,  the 
criterion in (26) is weighted and the resulting algorithm 
is referred to as relevance weighted 2DLDA. 

ˆ
bS ˆ

wS

5. Experiments 

5.1. The Experiments on the ORL Face Base 

For showing the effect of PCA + LDA and 2DLDA, we 
use ORL database [14]. This base contains images from 
40 individuals, each providing 40 different images. For 
some subjects, the images were taken at different times. 
The facial expressions (open or closed eyes, smiling or non 
smiling) and facial details (glasses or no glasses) also 
vary. The images were taken with a tolerance for some 
titling and rotation of the face of up to 20 degrees. More- 
over, there is also some variation in the scale of up to 
about 10 percent. All images are grayscale and norma- 
lized to a resolution of 112 × 92 pixel, Example images 
are shown in Figure 1. 

In an experiment: we use between 9 and 3 image sam- 
ple per class for training, and the remaining images for 
the test. We take more than five cases with different in- 
put and find the mean of these cases. Table 1 shows the 
comparisons of methods on recognition accuracy. And 
we can see from this table most result of testing RW- 
2DLDA is better than that of other methods. 

It can be seen from Table 2, 2DLDA takes much less 
time than PCA + LDA and RW2DLDA, because the size 
of the covariance matrix in 2DLDA is (n × n) and the 
size of covariance matrix in PCA+LDA is (P × P) where 
P = (m × n). So, the covariance matrix in 2DLDA is 
smallest and the computational cost is low also RW2- 
DLDA take more computational step than 2DLDA. 
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Figure 1. Examples of ORL database. 
 
Table 1. Comparison results of mean recognition accuracy 
of different method on ORL database. 

Training 
samples 

PCA+LDA 
Recognition Rate 

(%) 

2DLDA 
Recognition Rate 

(%) 

RW2DLDA 
Recognition Rate 

(%) 

9 99.17 100 100 

8 99.17 99.17 99.75 

7 98.87 99.16 99.57 

6 97.5 98.75 99 

5 96 97.33 98 

4 94.36 96.89 97.6 

3 91.73 93.9 92.63 

 
Table 2. Comparison of cup time (s) for feature extraction 
using the ORL data base. 

Training 
samples 

PCA + LDA 
Recognition 

time (s) 

2DLDA 
Recognition 

time (s) 

RW2DLDA 
Recognition 

time (s) 

9 8.534 7.215 15.414 

8 12.529 8,195 17.619 

7 14.266 8.880 24.78 

6 15.606 8.495 28.581 

5 16.152 7.857 29.73 

4 14.354 8.425 27.875 

3 16.446 7.985 27.158 

 
5.2. Experiment on the Yale Database 

The last experiment is performed using the Yale face 
database [15], which contains 165 images of 15 indi-
viduals (each person has 11 different images) under va- 
rious facial expressions and lighting conditions. Each 
image is manually cropped and resized 92 × 112 pixel in 
this experiment. We use between 10 and 3 images sam- 
ple per class for training, and the remaining images for 
the test. We take more than five cases with different in-
put and find the mean of these cases. This experimental 
resulting are listed in Table 3. The recognition rate of 
RW2DLDA is superior than other methods Example im-
ages are shown in Figure 2. 

 
Figure 2. Examples of Yale database. 

 
Table 3. Comparison results of mean recognition accuracy 
of different method on Yale database. 

Training 
samples 

PCA + LDA 
Recognition 

Rate (%) 

2DLDA 
Recognition 

Rate (%) 

RW2DLDA 
Recognition 

Rare (%) 

10 97.78 100 100 

9 97.78 97.78 99.33 

8 98.51 99.24 99.43 

7 95 96.11 99.44 

6 92.86 94.67 99.16 

5 95.86 95.51 99.24 

4 88.26 90.15 97.02 

3 83.22 83.14 91.46 

6. Conclusion 

In conclusion we came to state the facts the recognition 
rate of RW2DLDA is better than other methods and the 
execute time of 2DLDA is less than other methods. Fi- 
nally we prove that the time depends on the size of the 
face images and the number of class and relevance- 
weighted inner class relationships are incorporated into 
the overall within-class scatter matrix to improve the per- 
formance of the 2DLDA method. The faces used during 
experimentation are ORl face database and Yale B face 
database demonstrate that proposed method gives a good 
face recognition rate. 

7. Future Work 

We plan to apply Kernel Relevance-Weighted 2DLDA 
and Kernel Weighted Scatter-Difference Based Two Di- 
mensional Discriminant Analysis for Face Recognition in 
our future work. 
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