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Abstract 
Extracting and mining social networks information from massive Web data is of both theoretical 
and practical significance. However, one of definite features of this task was a large scale data 
processing, which remained to be a great challenge that would be addressed. MapReduce is a kind 
of distributed programming model. Just through the implementation of map and reduce those two 
functions, the distributed tasks can work well. Nevertheless, this model does not directly support 
heterogeneous datasets processing, while heterogeneous datasets are common in Web. This ar-
ticle proposes a new framework which improves original MapReduce framework into a new one 
called Map-Reduce-Merge. It adds merge phase that can efficiently solve the problems of hetero-
geneous data processing. At the same time, some works of optimization and improvement are 
done based on the features of Web data. 
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1. Introduction 
Social network consists of several categories of social entities and the relationship among them. Social Network 
Analysis (SNA) is an important tool to understand the behavior of human and analyze the social architecture. 
Social Network Analysis can not only be applied in sociology, but also in the informatics, information retrieval, 
information behavior and information metrology. In addition, Social Network Analysis has a significant effect 
on network knowledge mining, scientific evaluation, network information behavior research and knowledge 
management. 
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However, the theoretical and practical value of SNA depends on the quality and reliability of social network 
data. If the data itself is low in quality, the analysis result from that would be nonsense. Traditional sociology 
mainly acquires data via social investigation and group sampling. As the research in social network analysis de-
velops, traditional method for acquiring social network data cannot meet the requirement of large scale social 
network analysis in many aspects. In the recent years, the appearance of various web platforms with social fea-
ture, such as online forum, twitter, SNS, makes it possible to extract and mining large quantity of high reliable 
and quality social network information from huge web data source via computer.  

Web data sources usually contain massive entity, the number of relationships between these entities is the 
square of the number of entities, and massive computing provides challenges for research on this issue. In recent 
years, with the rapid growth of information and data in the age of the Internet, the concept of cloud computing 
was proposed. Cloud computing is an emerging model of business computing which is the further development 
of distributed computing, parallel processing and grid computing. It is able to provide a wide variety of Internet 
applications hardware services, infrastructure services, platform services, software services and storage service 
system. The sophistication of cloud computing platform provides new parallel computing framework for mas-
sive data, especially for Web data source large-scale data acquisition and an effective way for massive scale data 
processing. 

But how to implement a Web mining based on the core computing model MapReduce of cloud computing is 
still a problem to be solved. As we all know, MapReduce is efficient when deals with isomorphic data, but the 
performance faced with heterogeneous data is often less than ideal. However, there are always heterogeneous 
data sets with no fixed format in the Web. In order to solve this problem in the existing MapReduce framework, 
developers need to write additional code, which is not what we expect. 

In Web data mining, processing relational data is very common, especially for the user characteristic extrac-
tion and analysis. Like Facebook and Twitter have a large amount of user information to do extraction and min-
ing these two sites combined information would be better than process only one site, so we need to do an effec-
tive integration on the heterogeneous information obtained from the two sites. 

In this paper, the general concepts and definitions of MapReduce are provided, and introduce an improved 
model in Web data mining named Map-Reduce-Merge, merge the heterogeneous data produced by Reduce end 
effectively by increasing the Merge stage. In the meantime, it enhances the efficiency of Web data mining 
through optimizing the scheduling strategy, Map and Reduce tasks. 

2. Map-Reduce 
2.1. Overview  
MapReduce is a programming model proposed by Google [1], it combines file system GFS [2] to implement 
parallel computing for large data set on massive scale distributed servers system. The concepts of “Map” and 
“Reduce”, and their basic thoughts come from the features of functional program language and vector program 
language. MapReduce makes it greatly available for developers to deploy their programs on distributed system 
without knowledge of parallel programming. 

MapReduce model consists of map function and reduce function. After input data processed by map function, 
it will produce a local intermediate result of key/value pairs. Reduce function remotely use the key/value pairs 
produced by map function as input to process under the schedule of Master. In order to take the independence 
and correlation of distributed data processing into consideration, it will then combine the result with same key 
value to get the final output. Doug Cutting used Java developed open source project Hadoop to implement Ma-
pReduce mechanism [3], and HDFS distributed file system [4], which allows the enterprises all over the world 
have a chance to utilize MapReduce to implement large scale distributed data processing.  

MapReduce is not simply divided into Map and Reduce operations. On the one hand it has a more detailed di-
vision of operation, such as Combine, Shuffle and Sort. On the other hand in order to achieve large-scale data 
parallel and distributed processing it does a compact capsulation. The whole architecture help users to finish 
much hard work and solve problems like data partitioning, scheduling, data and code co-located, the process 
synchronous communication, fault tolerance and failure handling, load balancing and other issues [5] and make 
these functions transparent to the developers. Developers only need to implement the Map and Reduce interface, 
without concentrating on the underlying system-level problems, to complete the development of parallel pro-
grams on distributed clusters. 
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Certainly MapReduce has its own drawbacks [5]. 
1) High start consumption, when starting the cluster it visited all nodes in the network. 
2) Low efficiency of random disk access. The MapReduce distributed file system is sequentially read and 

blocks access. 
3) Synchronization mechanism is the hardest problem, the MapReduce tasks do not support the sharing of 

global data. 
Besides, Mappers and Reducers run independently, they cannot interact through some other mechanism. But 

under the background of large-scale data, these disadvantages are related to applications and tolerant compared 
with their advantages. And they can also be alleviated or eliminated through a variety of optimization. 

2.2. Programming Model 
MapReduce is a simple programming model for data processing. A MapReduce program can be applied to a da-
ta set, which means a job. One job generally consists of several or even hundreds of tasks. The control machine 
responsible for assigning tasks in MapReduce is called master, the machine for executing task is called worker 
(core multi-thread, multi-core, multi-processor can also be regarded as worker). They are called master and 
slave in Hadoop respectively. From the view of storage they are divided into NameNode and DataNode. Name-
node recorded the location and status information of distributed file block storage, whereas DataNode is respon-
sible for the storage of real data, and under normal circumstances, DataNode is also the Task executor. Under 
the default setting of MapReduce, files are stored as blocks in a distributed file system [6]. 

The standard workflow of MapReduce is shown as Figure 1. 
1) When a job is submitted, according to the distribution of file blocks in distributed systems, jobs are divided 

into several sub-tasks and processed by Mappers (the worker execute Map tasks). Generally tasks will be as-
signed to the machine contains data or the machine in the same rack to improve the processing speed, which is 
so-called “code find data” mode.  

2) Each Mapper executes on different file block, according to the Map execution program, to transform data 
into key/value pairs. And as for each key/value pair, it executes the Map function provided by users to process. 
This stage is the massive parallel execution stage. 

3) When Map task is completed, there will be Shuffle and Sort stage in the framework. It will distribute and 
sort the data produced by the Mappers and write them into local file system for the next stage, which improve 
the efficiency of Reduce.  

4) Reduce tasks obtain their own data from the output of Map tasks, download to the local and merge them. 
The mapping relationship of key/value can be illustrated by the following two formulas. 

( ) ( )map k1, v1 list k2, v2→  

( )( ) ( )reduce k2, list v2 list v2→  

In the entire process, the user can assure the framework running by only implementing Map and Reduce func-
tions, Which means only the two functions used in 2) 4) stages require the user to specify, whereas other stages 
are completed by the framework. 

 

 
Figure 1. The standard workflow of MapReduce.                                                                         
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2.3. Schedule Execution Process 
In Hadoop, there are two kinds of nodes to control the execution process of jobs: one JobTracker and several 
TaskTracker. JobTracker executes tasks by schedule TaskTracker, to coordinate all jobs on the platform. 
TaskTracker execute tasks and report the execution progress to JobTracker. As a result, every job has all cor-
responding records in a execution process. If any task fails, JobTracker will schedule another TaskTraker to ex-
ecute the same task [7]. 

The job is initially generated in the user node, which communicate (RPC) through JobClient object and Job-
Tracker. At first, ID of the job is got from the JobTracker. Then, job resources are submitted, including job data, 
job configuration information and MapReduce applications to the shared file system HDFS. Finally, job is sub-
mitted to JobTracker. The JobTracker firstly initialize the job, and then divide the data into the input split. The 
process is performed at logic level, rather than the actual data manipulation. TaskTracker periodically sent 
heartbeat to the JobTracker for the task. According to their own scheduling policy, JobTracker selects the ap-
propriate task for TaskTracker and return to the TaskTracker by heartbeat. TaskTracker launches a separate vir-
tual machine and perform task for an individual Map or Reduce task [8]. 

3. Map-Reduce-Merge 
3.1. Programming Model 
Map-Reduce-Merge model can handle multiple heterogeneous data sets, and its basic characteristics are as fol-
lows (α, β, γ represent different data set, k represent key and v represent value entity): 

In this model, the map function will convert a key/value input (k1, v1) to an intermediate key/value pairs [(k2, 
v2)]. Reduce function will make value of [v2] whose key is k2 gathered together, to produce a value of [v3], 
which is associated with k2. Noted here, the input and output of the two functions are in the same data set α. 
Another pair of map and reduce functions produce intermediate output (K3 [v4]) from another dataset beta. 
Based on the keys: K2 and K3, merge function can merged into a key/value results (k4, v5) from the two output 
of Reduced function by different data sets. This ultimately results generate a new data set γ (Figure 2). If α = β, 
then the merge function will do a self-merge, similar to the self-join in relational algebra. 

The characteristics of Map and Reduce in new model are almost the same as its original MapReduce. The on-
ly difference is that here Reduce output is a key/value pairs, not just values. This change is introduced because 
the merge function needs the input of data set consisting of key/value. In the Google MapReduce, the result of 
Reduce is the final result, users can package any required data into [V3], and there is no need to pas k2 to the 
next stage. 

 

 
Figure 2. Map-Reduce-Merge model.                                                                             
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In order to build the merge function to read data from multiple data sets, design emphasizes to pass the key: 
k2 from the Map to Reduce, and then to the merge function. This can ensure that the data is divided into the 
areas and classified by keys before the Merge. 

3.2. Example of SinaWeibo 
In this section, a simple example of SinaWeibo will be proposed to illustrate how Map, Reduce and Merge 
module work together. Here we have two data sets, User and Friend Relationship. The key property of User is 
user_id, other information is included in user_info “value”. The key property of Friend Relationship is user_id, 
other information is included in friend_info “value”. Here the data processing is a combination of the two data 
sets and calculates the number of Weibo users “followers”. 

The left part of Figure 3 is the table of every entity tag produced by Mapper processing User entity. Then 
Reducer merges the tag of every user and classifies them based on user_id. The right part is the table of every 
entity tag produced by Mapper processing Friend Relationship entity. Then Reducer merges the tag of every us-
er and classifies them based on user_id. Finally Merge obtains output from two Renders and merge based on us-
er_id and algorithm. 

The code of Mappers and Reducers are as follows: 
 

 
Figure 3. Combine and calculate number of “followers”.                                       



J. Qu et al. 
 

 
400 

 

3.3. Model Implementation 
So far has already implemented a Map-Reduce-Merge framework, whose Map and Reduce module has some 
trivial changes from MapReduce of Google. Merge is similar to Map and Reduce, developers can implement the 
user-defined logic of data processing. Calling mapper will produce one key/value pair. Calling Reducer will 
produce a set of value classified by key. Merger will process two key/value pairs which come from different 
sources. 

At the Merge stage, users would adopt different data processing logic according to data resource. After the 
mission of Map and Reduce is completed, the Coordinator of Map-Reduce-Merge will start Mergers on a cluster 
of Nodes. When Merger starts, a Merger ID will be assigned to it. With this ID, Partition Selector can decide 
from which Render can Merge get input data. Similarly, Mappers and Reducers are also assigned an ID. As for 
Mappers, this ID stands for Input File Split. As for Reducers, this ID stands for Input Bucket. Mappers split and 
store their output. For the users of MapReduce, there IDs is the detail of system implementation. In Map-Re- 
duce-Merge, users associate these IDs with the output and input between Mergers and Reducers. 

4. Optimization 
Aim at the features of Web data extraction and mining, such as small single data, large total amount of data, the 
existence of network latency, this chapter will provide some mechanism about model optimization, especially 
for the new Merge stage, it will provide specialized strategies to reduce consumption of resources (like number 
of network connection and disk bandwidth).  

4.1. Schedule Strategy 
The scheduler is the decision-makers which is running on the JobTracker and responsible for scheduling the jobs 
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submitted by users. Users will submit jobs to the job queue to wait to be scheduled, the scheduler firstly select 
the job in the job queue and initialize it, then depending on the scheduling strategy, assign the tasks included in 
the job to the slot on TaskTracker to execute [9] (TaskTracker will periodically send heartbeat request to Job-
Tracker to acquire tasks). 

Because schedule strategy has significant impact on the efficient use of the cluster, load balancing, job execu-
tion efficiency [10], it has a great significance to provide an efficient scheduling execution environment to Map- 
Reduce-Merge programming model framework. Recently, the most influential scheduling strategies include the 
Capacity scheduler, Fair scheduler and LATE scheduler. They make improvements for the original FIFO sche-
duling algorithm, parallel scheduling in multi-user management, and cluster support for heterogeneous envi-
ronments respectively. 

FIFO scheduler is a Hadoop default task scheduler, it simply schedule the jobs submitted by users via a job 
queue. But it has a poor performance for multi-user and for the efficient use of the cluster. 

Capacity scheduler can support multiple organizations to share the same large clusters, and ensure that each 
organization have the smallest computing power. But Capacity scheduler allocate resources equally, tend to re-
gard the resources of jobs submitted by users is relatively equally, it does not take the diversity of job require-
ments into consideration. 

Fair scheduling ensure small job has response time as short as possible through fair resource scheduling 
strategy, and provides service level assurance for product operations [11]. However as for the data analysis job 
which consume large computing resource, its prior schedule will result in life cycle delay of up to a task. This 
will have a great influence on the subsequent execution of jobs. 

The LATE scheduler is the default scheduler in a heterogeneous environment which has a “try to execute” 
improvement on strategy [10]. But the determination of task execution time is based on the premise that all tasks 
are carried out in accordance with the constant rate of execution. With the change of use of joint resources, such 
as memory consumption, the rate of task execution is not constant. In addition, the idea of Reduce divide the 
execution process into 3 equal parts for copy, merge and reduce is not accurate. 

Can be found, for the special case of Web data, there are certain limitation for existing scheduler. In order to 
better fulfill the requirement of Web data, the schedule strategy should be improved as follows: 

1) Using the multi-queue to process jobs submitted by users. Like Capacity scheduler, every queue corres-
pond to a user group, administrator can manage the users and their queue. Queue has priority according to that 
of user group. The group of the queue can submit jobs with different priority, which correspond to the urgency 
of the task, such as real-time operating can have higher job priority data whereas analysis jobs correspond to a 
lower priority, multi-queue scheduling support preemption. 

2) Classify the type of tasks. Job type is the result of refinement for requirement of job resource. So far job 
type is divided into CPU-intensive and disk-intensive which is similar to three queue scheduler. Allocate a cer-
tain amount of computing resource for different job type and compute parallel can enhance the utilization of 
cluster. The multi-type of job scheduling policy is a best-effort scheduling under the premise of ensuring the 
multi-queue scheduling. Finally, introduce competition mechanism for resources among multi-user queue.  

4.2. Map 
In the process of Map task, the intermediate key/value pair <k2, v2> outputted by map function is written to a 
circular cache in logic, rather than immediately written to the local file system. When the circular cache is full, it 
will continue to receive the output from map function while write intermediate file to disk at the same time [12]. 

The output file is as follows: do partition and sort operation to the key/value pair in cache. Then spill file to 
disk. 

If there are much the intermediate data in a Map task, it need spill several times to disk. Every Spill will get a 
file, so multiple operations will result in multiple file which is after segmentation and sort. At the end of Map 
task execution, it will merge all spill file. Under the guarantee of the order of split and sort is unchanged, merge 
all the intermediate files into one file. 

Obviously this intermediate file organization is not compact enough, so it can be optimized. Increase one 
thread to merge the output of multiple Map tasks. This thread is started by the TaskTracker and will periodically 
check the number of Map output files of each task on the node. When the number of map output files of a cer-
tain task reaches the default size of configuration, the files will be merged. The file merge is the same way as the 
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merge of multiple spill file, which is a merge on the disk to save the memory consumption of the node. 
By this merge operation, reduce the number of intermediate files can be reduced, which makes the output data 

of the same the Map task on a node more compact. This compact organizational structure has two advantages: 
1) The less output file can reduce the overhead of establishing a network connection in the Reduce task Shuf-

fle stage, to improve the speed of data transmission on the network. 
2) The merge operation of Map end reduces the workload of the Reduce task merge phase. In the download 

and merge stage of Reduce task, it will merge the Map intermediate data several times until get a complete Re-
duce input and then call reduce function. Merge in the node contains Map can reduce the number of intermediate 
files , and then reduce the round of merge, finally reduce the execution time.  

4.3. Reduce 
Reduce end can be improved in the following two aspects. 

1) Unbalance of Reduce tasks 
The reasons for unbalanced data can be summarized into two categories [13] [14]: 
a) Intermediate results are key dispersed, while after partition too is aggregation. Although the number of dif-

ferent key is large, but after mapping, too many key gathered in the same Reduce task. 
b) Intermediate results are key single, while result is diverse. The type of key number is relatively small, but 

the number of records corresponding to the key is large. According to the principle that the records with same 
key is mapping to the same Reduce, one Reduce can process all the records of one key.  

Aim at the unbalance in the data, the improvement target is to make the data be evenly distributed to each 
Reduce task to ensure that each amount of Reduce task can be roughly equal. To avoid some nodes to deal with 
too much data “exhausting”, while others node have no data processing “starve to death”. 

Improvement program will start twice MapReduce Job. Firstly, use the Reduce in first MapReduce to merge 
locally, to ensure Reduce operation data in the second reduce operation is balanced and the records with same 
key can be processed in the same Reduce task.  

For the first input of the Reduce stage, it is not necessary to ensure that each key corresponding to the record 
must be mapped to the same Reduce. On the contrary, each record should be randomly mapped to a reduce 
records having the same key which is uniformly dispersed, but need to ensure that the amount of calculation in 
each Reduce should be substantially equal. Reduce operating merged the records with same key record into one, 
after the local polymerization data is greatly reduced, and there is only one record corresponding to one key in 
each Reduce output. At this point the data as the second input of MapReduce, map function have nothing to do, 
directly regard the input data as output, the data is mapped to Reduce task in accordance with the original parti-
tion. Reduce do one operation, the same data is combined to give the final output of each key corresponding to a 
result. 

Figure 4 shows the data processing flow for improved Map-Reduce-Merge. 
However this does not mean that all the calculations need local polymerization, if Map output can reach Re-

duce equilibrium requirements, this program will be executed. So need to develop a strategy to determine under 
what circumstances local data aggregation should be operated. At the beginning of Map firstly attempts to do 
Hash mapping, if the mapping of the different number of records/Try to certain records the number of records is 
greater than a given threshold, then it means the Map output data and input to the Reduce task is balanced, so 
just execute the original MapReduce process. Otherwise launch another MapReduce Job and operate local po-
lymerization in the first Reduce. 

2) The I/O problem in shuffle phase of Reduce 
During the execution of the Reduce task, the Shuffle stage of I/O is often a performance bottleneck. In this 

stage, Reduce task will periodically inquiry the Map job information completed by JobTracker. For the com-
pleted Map task, the download threads will establish an HTTP connection between its nodes and download the 
intermediate data. When the output of the Map task download is complete, the connection is disconnected. 
Therefore, for a Reduce task in the Shuffle stage, at least creates the download connection with the same number 
of the Map tasks. 

The average overhead for establishment of connection in less complex cluster of a network topology is the 
tens to hundreds of milliseconds, which is very short. But for the relatively small amount of output data of each 
Map, the overhead of establishment cannot be underestimated. Especially for Web data, this situation is particu-
larly evident, most of the Map output is obtained from each of the sub-page jobs with small the amount of data. 
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Figure 4. Improved Map-Reduce-Merge flowchart.                                                                             

 
To optimize I/O in shuffle phase, firstly reduce the number of connections to establish, for each download 

thread in its life cycle, only to establish a long connection to the same node. When the output of the MAP can be 
downloaded, then download it from this link, after all output complete downloading, then close the connection. 
This is effective for jobs with many maps. 

Because http is based on the TCP connection to transfer files, TCP slow start-up characteristics determine the 
data transfer rate cannot immediately reach the network bandwidth. The proposed method to merge Map output 
file can increase the amount of once data transmitted, which can improve the transmission rate [15]. 

Map output merger changed the organizational form of the intermediate data. Shuffle download thread will 
not necessarily be able to directly download a Map output file according to file information get from JobTracker 
It may get the output file, which may be obtained by combined Map output file. In this regard, solution is to 
keep the original Map task progress reporting mode and Shuffle stage download access to information the same 
way. Only make minor modifications in the implementation process of the download, as far as possible through 
the merger of the intermediate output file, making a large amount of data transferred. 

For example, the map A task execution is complete and report to the JobTracker. Then Reduce tasks query to 
JobTracker for the completion of Map A, and try to communicate to the node contains map A and download the 
output data of Map A. At the same time, Map B is completed in the same node as Map A, and the output of Map 
A and Map B has been merged into an output file. The node will send combined output to the Reduce node, and 
inform that the transferred data is a result of the merger of A and B tasks. After Reduce tasks have received the 
data, it will mark Map A and MAP B as received, and do not further access to the node for the output data of the 
task B. 

For a special case, the completion information of Map A and Map B has been acquired by Reduce separately, 
downloaded by two download threads. The nodes will receive one of the download requests, and send the merge 
of A and B. Reduce take retreat, does not immediately re-attempt when the download request of connection to 
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the same node is refused, the download will not restart until all the threads connected to the node are completed 
and not able to obtain the desired output data . 

4.4. Workflow 
The MapReduce program strictly abides by the two-stage process, the first Map and the second Reduce. The us-
er can change the default configuration. However, some basic operations, such as Partition and Sort are built-in, 
and must be executed. It is a little troublesome for the users just want to perform Map or Reduce tasks. Although 
such restrictions make MapReduce simple, but it cannot meet the needs of advanced users, who more often want 
to customize the entire workflow. So it should be possible to optimize the interface of the framework to allow 
advanced users to have greater freedom to define the workflow to meet their own requirements. 

Because MapReduce has only two stages, the customization is relatively simple. After add Merge stage, there 
can be a combination of more kinds of processes to meet the specific data processing tasks (see Figure 5). 

The left is the typical 2-pass MapReduce workflow. The entire process only contains a Map and Reduce. 
The middle is the 3-pass Map-Reduce-Merge workflow. The whole process consists of two Map and Reduce 

a Merge. 
The right is a multi-pass hierarchical workflow. The entire process contains multiple Map Reduce and merge. 

4.5. Load Balancing 
Load balancing helps to evenly dispersed load to the junction point of the idle when the load exceeds the thre-
shold level in a junction point. Even though load balancing is not obvious enough when executing Map-Re- 
duce-Merge algorithm, however, in processing large file, and hardware resources [16] utilization is critical the 
advantage is very obvious. A significant role in the tight resource situation is to increase hardware utilization, 
improve performance. To balance some of the data node which is full or new, empty node joins the cluster, im-
plement a module to balance disk space usage on the cluster of distributed file system. If for each data point, the 
junction space and the ratio of the total capacity (Junction Point utilization) is different from the used space and 
total space ratio (Clusters utilization) on the cluster and does not exceed the threshold value, then the cluster is 
regarded as balanced. 
 

 
Figure 5. Workflow of Map-Reduce-Merge.                                                                                
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The module interactively moves data block in the node of high utilization to the point of the low utilization 
rate. In each iteration, the amount of move or receive of one point does not exceed the capacity threshold pro-
portion. In this implementation, the node is classified as the high utilization, the average utilization and underu-
tilized. According to the amount of use of each node, transfer the load among nodes to balance the cluster. 

Load balancing module works as follows: 
1) To obtain detailed information of the neighboring nodes. When the the DataNode load is added to the 

threshold level, will send a request to the NameNode and Namenode will get load level information in the 
neighboring nodes of specific the DataNode. Then NameNode compare the load information, and then send the 
details of the idlest adjacent nodes to a specific DataNode. 

2) The DataNode start work. Each DataNode compare its load to its nearest node. If its load level is higher 
than its neighboring nodes, it will randomly select its neighbors and send the request to the destination node. 

5. Conclusions 
Firstly, this paper simply introduces the concept and programming model of MapReduce. The MapReduce has 
many important features, such as high-throughput, high-performance, fault tolerance and ease of manageability 
[17] [18]. Among them, the most important features is the parallel programming abstraction for two simple pri-
mitives, Map and Reduce, so developers can easily work in the real-world data processing converted into paral-
lel programs. 

However, MapReduce cannot directly support the handling of heterogeneous data sets, this is a fatal flaw for 
the non-standardization of Web data processing. It can be solved effectively by Adding Merge stage on the basis 
of the original model. And the new programming framework of the Map-Reduce-Merge inherited the the origi-
nal MapReduce characteristics. Finally, for some of the features for Web data, do further optimization and im-
provement on the part of the Map-Reduce-Merge model scheduling policy, workflow, and load balancing to en-
hance the framework operating efficiency while also expanded its versatility. 
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